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Abstract

We present a novel unsupervised approach
for multilingual sentiment analysis driven
by compositional syntax-based rules. On
the one hand, we exploit some of the
main advantages of unsupervised algo-
rithms: (1) the interpretability of their
output, in contrast with most supervised
models, which behave as a black box
and (2) their robustness across differ-
ent corpora and domains. On the other
hand, by introducing the concept of com-
positional operations and exploiting syn-
tactic information in the form of uni-
versal dependencies, we tackle one of
their main drawbacks: their rigidity on
data that are structured differently depend-
ing on the language concerned. Exper-
iments show an improvement both over
existing unsupervised methods, and over
state-of-the-art supervised models when
evaluating outside their corpus of ori-
gin. Experiments also show how the
same compositional operations can be
shared across languaged.he system is
available atht t p: / / www. gr upol ys.

or g/ sof t war e/ UUUSA/ .

1 Introduction

Sentiment AnalysisgA) is a subfield of natural
language processingui(P) that deals with the au-
tomatic comprehension of the opinions shared by
users in different media (Pang and Lee, 2008;
Cambria, 2016). One of the main challenges ad-
dressed bysA focuses on emulating the semantic
composition process carried out by humans when
understanding the sentiment of an opinion (i.e., if
it is favorable, unfavorable or neutral). In the sen-
tence'He is not very handsome, but he has some-
thing that | really like, humans have the ability
to infer that the wordvery’ emphasizeshand-
some, ‘not’ affects the whole expressiomery
handsome’ and ‘but’ decreases the relevance of
‘He is not very handsomeind increases the one
of ‘he has something that I really likeBased on
this, a human could justify a positive overall sen-
timent on that sentence.

Our main contribution is the introduction of
the first universal and unsupervised (knowledge-
based) model for compositional sentiment anal-
ysis (SA) driven by syntax-based rules. We in-
troduce a formalism for compositional operations,
allowing the creation of arbitrarily complex rules
to tackle relevant phenomena fea, for any lan-
guage and syntactic dependency annotation. We
implement and evaluate a set of practical universal
operations defined using part-of-speech (PoS) tags
and dependency types under the universal guide-
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sal guidelines. lel words do not always share the same semantic
The remainder of this article is structured as fol-orientation across languages due to differences in
lows. §2 reviews related work§3 introduces the common usage (Ghorbel and Jacot, 2011).

formalism for compositional operations, which'is  apother approach for building a monolingual
used ing4 to define a set of universal rules that cang, system for a new language is based on the use
process relevant linguistic phenomena #xin of machine translationMT) in order to translate
any languageg5 presents experimental results of ine text into English automatically, to then apply
our approach on different corpora and languages; polarity classifier for English, yielding as a re-
Finally, §6 concludes and discusses directions foi|t 3 kind of cross-language sentiment analysis
future work. system (Balahur and Turchi, 2012b; Wan, 20009;
Perea-Ortega et al., 2013; Martinez Camara et al.,
2 Related work 2014). It was found that text with more senti-
ment is harder to translate than text with less sen-
timent (Chen and Zhu, 2014) and that translation
errors produce an increase in the sparseness of fea-
ntures, a fact that degrades performance (Balahur
and Turchi, 2012a; Balahur and Turchi, 2014). To
deal with this issue, several methods have been
2.1 Multilingual SA proposed to reduce translation errors, such as ap-

. . . lying both directions of translation simultane-
Monolingual sentiment analysis systems hav . . I
: ously (Hajmohammadi et al., 2014) or enriching
been created for languages belonging to

. i e MT system with sentiment patterns (Hiroshi
variety of language families, such as Afro- .
. . . et al., 2004). In the case of supervised systems,
Asiatic (Aldayel and Azmi, Forthcoming), Indo- o . :
4 i self-training and co-training techniques have also
European (Vilares et al.,, 2015a; Vilares et al., een explored to improve performance (Gui et al
2015b; Ghorbel and Jacot, 2011; Scholz an '

Conrad, 2013; Neri et al.,, 2012; Habernal et 013; Gui et.z.all.,2014).

al., 2014; Medagoda et al., 2013; Medagoda et Few multilingual systems fossA tasks have
al., 2013), Japonic (Arakawa et al., 2014), Sinobeen described in the literature. ~ Banea et
Tibetan (Vinodhini and Chandrasekaran, 2012@l- (Banea et al., 2010; Banea et al., 2014) de-
Zhang et al., 2009) and Tai-Kadai (Inrak andscribe a system for detecting subjectivity (i.e., de-
Sinthupinyo, 2010), among others. termining if a text contains subjective or objec-

The performance of a given approach for sen_t@ve_information) in English and Romani_an textsz
timent analysis varies from language to languagelinding that 90% of word senses maintained their
In the case of supervised systems, the size of thedPiectivity content across both languages. Xiao
training set is a relevant factor (Cheng and Zhulyn@nd Guo (Xiao and Guo, 2012) confirm on the
2012; Demirtas and Pechenizkiy, 2013), but perSame dataset that boosting on several languages
formance is also affected by linguistic particulari- MProves performance for subjectivity classifica-
ties (Boiy and Moens, 2009; Wan, 2009) and thdion with respect to monolingual methods.
availability of language processing tools (Klinger Regarding the few multilingual polarity classi-
and Cimiano, 2014) and resources (Severyn et alfication systems described in the literature, they
2016). With respect to the latter point, sentimentare based on a supervised setting. In this re-
lexicons are scarce for languages other than Erspect, Yan et al. (Yan et al., 2014) describe a su-
glish, and therefore a great deal of effort has beepervised multilingual system fagsA working on
dedicated to building lexical resources for senti-previously tokenized Chinese and English texts.
ment analysis (Kim et al., 2009; Hogenboom et al. Vilares et al. (2015c) present a multilingugah
2014; Cruz et al., 2014; Volkova et al., 2013; Gaosystem trained on a multilingual dataset that is
et al., 2013; Chen and Skiena, 2014). A commorable to outperform monolingual systems on some
approach for obtaining a lexicon for a new lan-monolingual datasets and that can work success-
guage consists in translating pre-existent Englisfully on code-switching texts, i.e., texts that con-
lexicons (Brooke et al., 2009), but it was foundtain terms written in two or more different lan-
that even if the translation is correct, two paral-guages (Vilares et al., 2016a). Some approaches

In this section we describe previous work rele-
vant to the topics covered in this article: the is-
sue of multilinguality insA, semantic composi-
tion through machine learning models and sema
tic composition on knowledge-based systems.



rely on MT to deal with multi-linguality. Bal- Lee, 2005). Kalchbrenner et al. (2014) showed
ahur et al. (Balahur et al., 2014) build a supervisedhow convolutional neural network€iN) can be
multilingual sA system by translating the English used for semantic modeling of sentences. The
SemEval 2013 Twitter dataset (Chowdhury et al. model implicitly captures local and non-local re-
2013) into other languages by meanssaf, which  lations without the need of a parse tree. It can be
improves on the results of monolingual systemsadapted for any language, as long as enough data
due to the fact that, when multiple languages arés available. Severyn and Moschitti (2015) showed
used to build the classifier, the features that are rekhe effectiveness of @nnN in a SemEval senti-
evant are automatically selected. They also poininent analysis shared task (Rosenthal et al., 2015),
out that the performance of the monolingual Spanalthough crawling tens of millions of messages
ish sA system trained on Spanish machine transwas first required to achieve state-of-the-art re-
lated data can be improved by adding native Sparsults. With a different purpose, Poria et al. (2016)
ish data for training from the Spanish TASS 2013presented a deep learning approach for aspect ex-
Twitter dataset (Villena-Roman et al., 2014). Intraction in opinion mining, classifying the terms of
contrast, Balahur and Perea-Ortega (Balahur ana sentence as aspect or non-aspect. The system is
Perea-Ortega, 2015) inform that performance dethen enriched with linguistic patterns specifically
creases when machine-translated English data @efined for aspect-detection tasks, which helps im-
used to enlarge the TASS 2013 training corpus foprove the overall performance and shows the util-
Spanish sentiment analysis. ity of combining supervised and rule-based ap-

Other approaches advocate the use of languag@roaches.
independent indicators of sentiment, such as In spite of being powerful and accurate, su-
emoticons (Davies and Ghahramani, 2011), fopervised approaches like these also present draw-
building language-independersa systems, al- backs. Firstly, they behave as a black box. Sec-
though the accuracy of a system built following ondly, they do not perform so well on domain
this approach is worse than the combined accutransfer applications (Aue and Gamon, 2005; Pang
racy of monolingual systems (Narr et al., 2012).and Lee, 2008). Finally, feature and hyper-
The use of other language-independent indicatorgarameter engineering can be time and resource
such as character and punctuation repetitions, resostly options.
sults in low recall (Cui et al., 2011).

2.3 Composition in knowledge-based SA
2.2 Composition in machine learning SA systems

systems e . :
4 When the said limitations of machine learning

A naive approach to emulating the comprehenmodels need to be addressed, unsupervised ap-
sion of the meaning of multiword phrases fax  proaches are useful. In this line, Turney (2002)
consists in usingrgrams of words, withn >  proposed an unsupervised learning algorithm to
1 (Pang et al., 2002). The approach is limitedcalculate the semantic orientatiosd) of a word.

by the curse of dimensionality, although crawl-Taboada et al. (2011) presented a lexical rule-
ing data from the target domain can help to re-based approach to handle relevant linguistic phe-
duce that problem (Kiritchenko et al., 2014). Joshinomena such as intensification, negatidmyt’

and Penstein-Rosé (2009) went one step forwardlauses andrrealis. Thelwall et al. (2012) re-
and proposed generalized dependency triplets dsased SentiStrength, a multilingual unsupervised
features for subjectivity detection, capturing non-system for micro-textsa that handles negation
local relations. Socher et al. (2012) modeled a reand intensification, among other web linguistic
cursive neural network that learns compositionaphenomena. It is limited to snippet-based and
vector representations for phrases and sentencesrd-matching rules, since neLP phases such

of arbitrary syntactic type and length. Socher eftas part-of-speech tagging or parsing are applied.
al. (2013) presented an improved recursive deeRegarding syntax-based approaches, the few de-
model forsA over dependency trees, and trainedscribed in the literature are language-dependent.
it on a sentiment treebank tagged using Amazogia et al. (2009) define a set of syntax-based rules
Mechanical Turk, pushing the state of the art up tdor handling negation in English. Vilares et al.
85.4% on the Pang and Lee 2005 dataset (Pang aif@015a) propose a syntactsn method, but lim-



ited to Spanish reviews and Ancora trees (Taulé ghey are not relevant. Given a dependency tree
al., 2008). Cambria et al. (2014) release Sentic’ = (V, E), and a node € V, we define a set
Net v3, a resource for performing sentiment anal-of functions to obtain the context of node

ysis in English texts at the semantic level rather ] )

than at the syntactic level, by combining exist- * ancestory(i,0) = {kf €V :there is a path
ing resources such as ConceptNet (Liu and Singh, of lengthd frqm ktoiinT}, ie., the single-
2004) and AffectiveSpace (Cambria et al., 2009). ton set con_talnmg .th&h ancestor of (or the

By exploiting artificial intelligence A1), seman- empty set if there is no such node),

tic web technologies and dimensionality reduction ® childreny(i) = {k € V | i — k}, i.e., the
techniques it computes the polarity of multiword set of children of node,

common-sense con.cepts (ebmy Qhri st mas o Im-branchr(i,d) = min{k € V | i 4 k},
present ). With a different goal, Liu et al. (2016) i.e., the set containing the leftmost among the
automatically select syntactical rules for an unsu-  children ofi whose dependencies are labeled

pervised aspect extraction approach, showing the 7 (or the empty set if there is no such node).

utility of rule-based systems on opinion mining

tasks. Our compositionabA system will associate an
In brief, most unsupervised approaches ar&O valueo; to each node in the dependency tree

language-dependent, and those that can managéa sentence, representing the of the subtree

multilinguality, such as SentiStrength, cannot apfooted at:.. The system will use a set of compo-

ply semantic composition. sitional operations to propagate changes to the se-
. N mantic orientations of the nodes in the tree. Once
3 Unsupervised Compositional SA all the relevant operations have been executed, the

so of the sentence will be stored ag, i.e., the
semantic orientation of the root node.

A compositional operation is triggered when a
node in the tree matches a given condition (related
to its associated PoS tag, dependency type and/or
word form); it is then applied to a scope of one

In contrast with previous work, we propose a for-
malism for compositional operations, allowing the
creation of arbitrarily complex rules to tackle rele-
vant phenomena f@a, for any language and syn-
tactic dependency annotation.

3.1 Operations for compositional SA or more nodes calculated from the trigger node by
Let w=wy, ..., w, be a sentence, where each wordascending a number of levels in the tree and then
occurrenceu; € W. applying a scope function. More formally, we de-

Definition 1. A tagged sentencas a list of tu- [IN€ OUr operations as follows:

ples (w;, t;) where eachw; is assigned a part-of- Definition 3. Given a dependency treg(V, £),
speech tag;, indicating its grammatical category a compositional operation is a tuple o =
(e.g. noun, verb or adjective). (r,C, 4,7, S) such that:

Definition 2. Adependency tredor w is an edge-
labeled directed tre€l’ = (V,E) whereV =
{0,1,2,...,n} is the set of nodes anl = V' x

D x V is the set of labeled arcs. Each arc, of ] ) ]
the form (i, d, j), corresponds to a syntactide- d(_atermlnes whether a node in the tree will
pendencybetween the words); and w;; where trigger the operation,

i is the index of thenead word, j is the index e 6 € Nis a number of levels that we need to

e 7 : R — R is atransformation function to
apply on theso (o) of nodes,

o C :V — {true, false} is a predicate that

of thechild word andd is the dependency type ascend in the tree to calculate the scope,of

representing the kind of syntactic relation between  i.€., the nodes ofl’ whose SO is affected by

them. Following standard practice, we use ndde the transformation functiom,

as a dummy root node that acts as the head of the e 7 is a priority that will be used to break ties

syntactic root(s) of the sentence. when several operations coincide on a given

Example 1. Figure 1 shows a valid dependency node, and

tree for our running example. e S is a scope calculation function that will be
We will write i % 4 as shorthand fofi, d, j) € used to determine the nodes affected by the

E and we will omit the dependency types when operation.



not handsome but

very he

Figure 1: Example of a valid dependency tree for
but he has something that | really likgbllowing the
we omit the dummy root in the figures.

In practice, our system defin€s(i) by means

of sets of words, part-of-speech tags and/or depen-

dency types such that the operation will be trig-
gered ifw;, t; and/or the head dependency iof
are in those set€Compositional operations where

C'(i) is defined using only universal tags and de-
pendency types, and which therefore do not de-

pend on any specific words of a given language

can be shared across languages, as showsfl in
We propose two options for the transformation

function 7:

. o — ifoc>0

o shifto (o) c4+a ifo<0
is the shifting factor and, o € R.

e weightingz(o) = o x (1+ ) whereg is the
weighting factor ang8, o € R.:

. (%

where o

The scope calculation functios, allows us to
calculate the nodes @ whoseso is affected by
the transformation. For this purpose, if the op-
eration was triggered by a nodewe applyS to
ancestorr(i, ), i.e., thedth ancestor of (if it ex-
ists), which we call thadestination nodeof the

has

something that | really like
our introolycsentencetHe is not very handsome,

McDonald et al. (2013) guidelines. For siioijty,

childrent(ancestorr(i,0)) | 7 > i}, i.e., it
modifies the globak of the closest (leftmost)
n right children ofancestorr (i, ) (see Fig-
ure 2.c).

e [c" (n left children): The transformation
affects then largest elements ofj €
childrent (ancestorr(i,0)) | 7 < i}, i.e.,
it modifies the globab of the closest (right-
most)n left children ofancestory(i,d) (see
Figure 2.dY

subjr (first subjective right brangh The

affected node ismin{j € childreny

(ancestorr(i,0)) | 7 > i Noj # 0}, i.e.,

it modifies theo of the closest (leftmost)
subjective right child ofancestory(i,6) (see
Figure 2.e).

e subjl (first subjective left brangh The
affected node ismax{j € childreny
(ancestorr(i,0)) | j < iAo; # 0}, e, it
modifies ther of the closest (rightmost) sub-
jective left child ofancestorr (i, §) (see Fig-

ure 2.).

operation. The proposed scopes are as follows (see

also Figure 2):

e dest (destination node The transforma-
tion 7 is applied directly to theso of
ancestorr(i,9) (see Figure 2.a).

e Im-branch® (branch of d): The affected
nodes ardm-branchr (ancestorr(i, 9),d)
(see Figure 2.b).

r¢™ (n right children): r affects the
so of the n smallest indexes of{; €

1From a theoretical point of viewd is not restricted to any
value. In a practical implementatio, values (which will
vary according to the intensifier) should serve to intensify
diminish or even cancel theof the affected scope in a useful
way. In this article 5's for intensifiers are directly taken from

Compositional operations can be defined for
any language or dependency annotation criterion.
While it is possible to add rules for language-
specific phenomena if needed (3£8.2), in this
paper we focus on universal rules to obtain a truly
multilingual system. Apart from universal tree-
banks and PoS tags, the only extra information
used by our rules is a short list of negation words,
intensifiers, adversative conjunctions and words
introducing conditionals (like the English “if” or
“would”). While this information is language-
specific, it is standardly included in multilingual

21¢™ and r¢™ might be useful in dependency structures
where elements such as some coordination forms (e.g. itis

existing lexical resources and are not tuned in any way, asery expensive and badare represented as children of the

explained ing5.

same node, for example.



o,6=/6

0,6=1 0,6=2"

a) 6=1, s=dest b) 6=2, s=Im-branch d

d) 6=1, s=lc2 e) 6=1, s=subjr f) 6=1, s=subjl

Figure 2: Graphical representation of the proposed setflofeince scopes $.) indicates the node that
triggers an operation, [J the nodes to which it is applied (colored in blue).

sentiment lexica which are available for many lan- Then, we traverse the parse tree in postorder,
guages g 3.2), so it does not prevent our systemapplying Algorithm 1 to update semantic orienta-
from working on a wide set of languages withouttions when visiting each nodge In this algorithm,
any adaptation, apart from modifying the subjec-O is the set of compositional operations defined

tive lexicon. in our system,A; is a priority queue of the com-
positional operations to be applied at nad@e-
3.2 Analgorithm for unsupervised SA cause is their destination node); argg; is another
priority queue of compositional operations to be
Algorithm 1 Compute SO of a node gueued for upper levels at noddas: is not yet
1: procedure comPuTH(, O ,T) their destination node)Push insertso in a pri-
5 'nﬁ?Eaﬁ'on of queues ority queue anchop pulls the operation with the
3 Qi highest priority (ties are broken by giving pref-
> Enqueue operations triggered by nade erence to the operation that was queued earlier).
& foro=(r,C 4m5)in0Odo When visiting a node, push into Q; (Algorithm
5 if C'(7) then ’ v
6: if & > 0then 1, line 7) is executed when the nodéiggers an
;' elsémSh((Tv C,6,m,5),Qi) operationo that must be executed at the ances-
9: push((r,C, 8,7, S), A;) tor of 7 locatedé levels upward from it. Apush
> Enqueue operations coming from child nodes: into A; ( Algorithm 1, line 9) is executed when
100 for cin childrens(i) do the nodei triggers an operation that must be ex-
E for ﬁ;_(qcz’g’t’;’ei) n Qe do ecuted at that same noddi.e., § = 0). On the
13: push((r,C,6 — 1,7, 5), A;) other hand, at nodg the algorithm must also de-
igf ebimsh(T C.5—1.m8) 00 cide what to do with the operations coming from
> Execute operations7th13t hav;e r7eacyhed theirdestinatiorclhl_ldrenT(_Z)' Thus, apush into Ai_ (Algorithm .
node: 1, line 13) is made when an operation from a child
16: while A; is not empty do has reached its destination node (ide; 1 = 0),
i; ]?Or:j(rr{ g(f) gés)  pop(Ai) so that it must be applied at this level.psh into
19: o; « 7(0) Q; (Algorithm 1, line 15) is made when the oper-
> Join the SOs for nodieand its children: ation has still not reached its destination node and

200 00 = 0i + Xce chitaren (i) T must be spread — 1 more levels up.

At a practical level, the set of compositional op-
To execute the operations and calculate gkie  erations are specified using a simpleL file:
of each node in the dependency tree of the sen-
tence, we start by initializing theo of each word e <f or ns>: Indicates the tokens to be taken
using a subjective lexicon, in the manner of tradi- into account for the condition’ that triggers
tional unsupervised approaches (Turney, 2002). the operation. Regular expressions are sup-




ported. 4 Defining compositional operations

e <dependency>: Indicates the dependency We presented above a formalism to define arbitrar-
types taken into account far. ily complex compositional operations for unsuper-
vised sA over a dependency tree. In this section,
we show the definition of the most important rules
that we used to evaluate our system. In practi-
e <rul e>: Defines the operation to be exe- cal terms, this implies studying how syntactic con-
cuted when the rule is triggered. structions that modify the sentiment of an expres-
sion are represented in the annotation formalism
used for the training of the dependency parser, in
this case, Universal Treebanks. We are using ex-
e <priority>: Defines the priority ofo amples following those universal guidelines, since
when more than one operation needs to be aghey are available for more than 40 languages and,
plied over; (a larger number implies a bigger as shown ir§ 5, the same rules can be competitive
priority). across different languages.

e <post ags>: Indicates the PoS tags that
must match to trigger the rule.

e <| evel sup>: Defines the number of levels
from ¢ to spread before applying

3.3 NLP tools for universal unsupervised SA 4.1 Intensification

Intensification amplifies or diminishes the senti-

The following resources serve us as the startingnent of a word or phrase. Simple cases of this
point to carry out state-of-the-art universal, UNsUphenomenon can bé have huge problems’ or

pervised and syntactic sentiment analysis. ‘This is a bit dissapointing’ Traditional lexicon-
The system developed by Gimpel et al. (2011)hased methods handle most of these cases with
is used for tokenizing. Although initially intended simple heuristics (e.g. amplifying or diminishing
for English tweets, we have observed that it alsahe sentiment of the word following an intensifier).
performs robustly for many other language fam-However, ambiguous cases might appear where
ilies (Romance, Slavic, etc.). For part-of-speechsuch lexical heuristics are not sufficient. For ex-
tagging we rely on the free distribution of the ample, ‘huge’ can be a subjective adjective in-
Toutanova and Manning (2000) tagger. Depentroducing its ownso (e.g. ‘The house is hugg
dency parsers are built using MaltParser (Nivreput also an amplifier when it modifies a subjective
et al., 2007) and MaltOptimizer (Ballesteros andnoun or adjective (e.g.'l have huge problems’
Nivre, 2012). We trained a set of taggers andyhere it makesproblems’ more negative).
parsers for different languages using the universal yniversal compositional operations overcome
tag and dependency sets (Petrov et al., 2012; Mahijs problem without the need of any heuristic.
Donald et aI., 2013)In particular, we are relying A dependency tree a|ready shows the behav-
on the monolingual models using universal partior of a word within a sentence thanks to its
Of-SpeECh tags presented by Vilares et al. (2016bbependency type, and it shows the role of a
With respect to multilingual lexical resources, word independently of the language. Figure 3
there are a number of alternatives: SentiStrengtBhows graphically how universal dependencies
(subjective data for up to 34 languages); the Chemepresent the cases discussed above these lines.
and Skiena (2014) approach, which introduced @&ormally, the operation for these forms of in-
method for building sentiment lexicons for 136 tensification is: (weightingz, w € intensifiers A
languages; or SentiWordNet (Esuli and Sebastiani, € {ADV,ADJ} A d € {advmod,amod,nmad 1, 3,
2006), where each synset from WordNet is asest U Im-branch®°™), with the value of 3
signed a objective, positive and negative scoredepending on the strength of the intensifier as
Our implementation supports the lexicon formatgiven by the sentiment lexicon.
of SentiStrength, which can be plugged directly
into the system. Additionally, we provide the 4-1.1 ‘But’ clauses
option to create different dictionary entries de-Compositional operations can also be defined to
pending on PoS tags to avoid conflicts betweemmanage more challenging cases, such as clauses
homonymous words (e.gI'm fine’ versus'They introduced bybut’, considered as a special case
gave me afing! of intensification by authors such as Brooke et al.
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subjective node

a%
intensifier
[AD]]

ac

o*(1+B) =-2.50
¥

It problem (o=-2)

a huge (B=0.25)
[AD]]

A omp
Is

(2009) or Vilares et al. (2015a). It is assumed
that the main clause connected ‘byt’ becomes
less relevant for the reader (e.glt is expen-
sive,but | love it’). Figure 4 shows our proposed
composition operation for this clause, formally:
(weightingg,w € {buty At € {CONJ} Ad €
{cc}, 1,1, subjl) with 5 = —0.25. Note that the
priority of this operation £ = 1) is lower than
that of intensification{ = 3), since we first need
to process intensifiers, which are local phenom-

non-intensifier house Pugei (0=3) ena, before resolving adversatives, which have a
AD ADJ
(A0l K3 larger scope.
b) Uexpenswe*(l"'B) + Ojove = 0.75
advmod, o*(1+pB) =3.45 TSR »
amod, o . omp s ge. e cc
n omp m :
inter;%sai:':r.\::é _ subjl but It expensive :  but ove\(0=3)
pe house really  huge (0=3) [CONJ] (6=-3) B=-0.25)
[ADV] (B=0.15)[ADJ] [C_ON.J] ,
The [ADV] bt
° Figure 4: Skeleton fotbut' compositional opera-

. ) . L . tionillustrated with one example according to uni-
Figure 3: Skeleton for intensification composi- . 0
Yersal dependencieslhe term‘but’ matches the

tional operations (2.a, 2.c) and one case WlthouWord form, tag and dependency types required to

intensification (2.b), together with examples anno- . - o
: ) . ) . act as a sentence intensifier, so the compositional
tated with universal dependencieSemantic ori-

. h . operation is queued to be appliéd= 1 levels
entation values are for instructional purposes only. . -

. - . . . . upward (i.e., at theis’ node). The scope of the
In 2.a,'huge’is a term considered in a list of inten-

. gperation is the first subjective branch that is a
sifiers, labeled as an ADJ, whose dependency tyR&y .1 of saidiis’ node (i.e., the branch rooted
is amod matching the definition of the intensifica- T

. o . at ‘expensive). As a result, thes rooted at this
tion compositional operation. As a result, théor A L
. e . branch is diminished by multiplying it by (13
intensification is triggered, spreading= 1 levels . S

. ) . e (note thatg is negative in this case) and the result-
up (i.e., up to'problem’) and amplifying thes of

dest(the first scope of the operation that matchesIng value is ad_ded_ o the_ computed alis” for the
o , ) . i test of the subjective children.

i.e., ‘problem’) by (1+5). In 2.b,‘huge’ is again a

word occurring in the intensifier list and tagged as

an ADJ, but its dependency typedsomp which 4.2  Negation

is not considered among the intensification depenNegation is one of the most challenging phenom-
dency types. As aresult, no operation is triggereqena to handle irsA, since its semantic scope can
and the word is treated as a regular word (introbe non-local (e.g'l do not plan to make you suf-
ducing "ts ovv,ns_o rather than modlfylng othe_r_s). fer’). Existing unsupervised lexical approaches
ln_ 2'C'_ really. IS the terr_n_ acfung as mFensmer, are limited to considering a snippet to guess the
triggering again an mtensmpatlon operatlon on theSCOpe of negation. Thus, it is likely that they con-
nodes = 1 Ieve_ls UP from it {s’ node). I;Mffer- sider as a part of the scope terms that should not
ently from 2.a, in this case the scogest is not be negated from a semantic point of view. De-

applic_able since_ the words’ is not subje(_:tive, but pendency types help us to determine which nodes
there is a matching for the second candidate SCOP€}ould act as negation and which should be its

the branch labeled agomp (the branch rooted at scope of influence. For brevity, we only illustrate

‘hug_e'), SO t_h_ea associated with that node of the some relevant negation cases and instructional ex-

tree is amplified. amples in Figure 5. Formally, the proposed com-
positional operation to tackle most forms of nega-
tion under universal guidelines igshift,,w €
negationshn t € U A d € {neg},1,2,dest U
Im-branch®™" U Im-branch®°™PU subjr), where



U represents the universal tag set. The priority4.4 Discussion

of negation § = 2) is between those of intensi- rigyre 6 represents an analysis of our introductory
fication andbut’ clauses because its scope can bggntenceHe is not very handsome, but he has
non-local, but it does not go beyond an adversativ%omething that | really like’showing how com-

conjuction. positional operations accurately capture semantic
compositior® Additionally, Table 1 illustrates the
o+a=0 H i
subjgetive node Aoy internal state of the algorithm a_md tbe updates
N made at each step for our running example.
9Oy , W&e‘\
negation | do n't (0=_4) it |StepW0rdinde:u Aond(J,w) Qond(J,ﬂ) Tword Tword Al
(a=4) T He 0 0 0 0
2 noty [ INpot(1,2)] O 0
a) 3 veryy [1 Moery,3)] 0 0
4 hand lpers 4 5
objective node g-a=1 5 * ,:omg toergo] H 0 0
UL X . 5 but; [1 [y , ] 0 0
% ’ " m' 6 ha [ B R 0
. 7 something g [1 [ 0 0
t
negation scope This nt  awesome g T?? H H g 8
(a=4) (0=5) 10 thay, [l 1 0 0
b) 11 really 2 [ U reatiy(i,3)] O 0
12 likerg [reatiy(1,3)] [l 1 1.15
13 isy [Nnot(uyg), Ibut(U,l)] [1 0 1.90

Figure 5: Skeleton for negation compositional op-

erations illustrated together with one examgie. Table 1: Internal state ando updates made by
5.a, the term'n’t’ matches the form word of a the proposed algorithm for the running example.
negator and its dependency typenisy queuing Each row corresponds to a step in which a node
a negation compositional operation to be appliedWord;,,q..) is visited in the postorder traversal.
6 = 1levels upward (i.e., at thaate’ node). The  Columns A, 45~y and Q,.,q4(s,») Show the state
first candidate scope for that operation matchespf the queues after the enqueuing operations, but
becauselest is a subjective word'lfate’), shifting  before A is emptied (i.e., immediately before line
the o of such word according to the definition of 16 of Algorithm 1). Thes .- column shows the
our shift, (o) transformation function. In a sim- so of the visited node at that same point in time,
ilar way, in 5.b,'n’t’" also acts a negator term, but ando,,..q < A is the newso that is assigned by
in this case the candidate scope that matches is thgplying compositional operations and joining the

second one (i.elm-branch®"). sos of children (lines 16-20 of Algorithm 1)N
and| refer to negation and intensification opera-
tions.

4.3 Irrealis It is hard to measure the coverage of our rules

and the potential of these universal compositional

Irealis denotes linguistic phenomena used to re'operations, since it is possible to define arbitrarily

fer to non-factual actions, such as conditional, sub-Complex operations for as many relevant linguis-

junctive or desiderative sentences (éte would o Jhenomena as wished. In this line, Poria et
have diedif he hadn't gone to the dOCth_ it (2014) define a set of English sentic patterns
is a very complex phenomenon to deal with, and, yatermine how sentiment flows from concept to
systemsf are elth(_er usually unable to tackle this 'S(':oncept in a variety of situations (e.g. relations
sue or simply define rules to ignore sentences COorg¢ . mplementation, direct nominal objects, rela-
taining a list of irrealis stop-wprds (Taboada e_t al"tive clauses, ...) over a dependency tree following
291_1)' We do not address this phenomenon in de[he De Marneffe and Manning (2008) guidelines.
tail in this study, but only propose a rule to dealtne main difference of our work with respect to
with if constructions (e.gifidie[..]" orfifyou  poia et al. (2014) or Vilares et al. (2015a) is that
are happy [...], considering that the phrase thaty, .. hresent predefined sets of linguistic patterns

contains it should be |gnored from the final com-¢ . language-specific SA, whereas our approach is
putation. Formally:(weightings,w € {if} At €

U Ad € {mark}, 2,3, dest U subjr). Its graphical ¥The system released together with this paper shows an
equivalent ASCII text representation that can be obtaimed o

rep_resentatlo.n would be very similar to intensifi- e command line. Itis also possible to check how the system
cation (see Figures 2 a) and e)). works at https://miopia.grupolys.org/demo/
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Figure 6: Analysis of a sentence applying universal unstiped prediction. For the sake of clarity, the
real post-order traversal is not illustrated. Instead wa\san (in this case) equivalent computation by
applying all operations with a given priority, at the same time, irrespective of the node. Semantic ori-
entation, intensification and negation values are extudcten the dictionaries of Taboada et al. (2011).
Phase a) shows how the intensification is computed on theclheanrooted athandsome’and ‘like’.
Phase b) shows how the negation shifts the semantic oi@mtaitthe attribute (again, the branch rooted
at‘handsome). Phase c) illustrates how the claubat’ diminishes the semantic orientation of the main
sentence, in particular the semantic orientation of thébate, the first left subjective branch of its head.
Elements that are not playing a role in a specific phase agpeened. One of the interesting points
in this example comes from illustrating how three differphenomena involving the same branch (the
attribute’handsome) are addressed properly thanks to the assigned



a theoretical formalism to define arbitrarily com- target guidelines to detect if they give a differ-
plex patterns given tagging and parsing guidelinesent structural representation of relevant phenom-
which has been implemented and tested on a unena. In this case, a new set 8f = or ¢ values
versal set of syntactic annotation guidelines thamay be needed, so that we can correctly traverse
work across different languages ($¢2. the tree and determine scopes on such dependency

Under this approach, switching the system fromstructure. Atthe moment, new practical operations
one language to another only requires having aeed to be added manually, by defining them in the
tagger and a parser following the Universal TreexMmL file.
banks (v2.0) guidelines and a subjectivity lexicon,
but compositional operations remain unchanged Experimental results
(as shown ir§5).4

The performance of the algorithm might vary We compare our algorithm with respect to existing
according to the quality of the resources on whichapproaches on three languages: English, Spanish
it relies. Mistakes committed by the tagger andand German. The availability of corpora and other
the parser might have some influence on the ap4nsupervisedA systems for English and Spanish
proach. However, preliminary experiments on En-€nables us to perform a richer comparison than in
glish texts show that having a parser with a °AS the case of German, where we only havaedrhoc
over 75% is enough to properly exploit composi-Corpus.
tional operations. With respect to the lexicalized We compare our algorithm with respect to two
parsing (and tagging) models, usually a differentof the most popular and widely used unsupervised
model is needed per language, even when usingystems: (1)so-cAL (Taboada et al., 2011), a
universal guidelines. In this respect, recent studiefanguage-dependent system available for English
(Vilares et al., 2016b; Ammar et al., 2016; Guo etand Spanish guided by lexical rules at the mor-
al., 2016) have showed how it is possible to trainphological level, and (2) SentiStrength, a multilin-
a single model on universal treebanks to parse difgual system that does not apply any PoS tagging
ferent languages with state-of-the-art results. Thisr parsing step in order to be able to do multilin-
makes it possible to universalize one of the mostual analysis, relying instead on a set of subjec-
relevant previous steps of our approach. The samivity lexica, snippet-based rules and treatment of
steps can be taken to train multilingual taggingnon-grammatical phenomena (e.g. character repli-
models (Vilares et al., 2016b). cation). Additionally, for the Spanish evaluation,

Adapting or creating new compositional opera-we also took into account the system developed
tions for other tagging and parsing guidelines dif-by Vilares et al. (2015a), an unsupervised syntax-
ferent from Universal Treebanks only requires: (1)based approach available for Spanish but, in con-
becoming familiar with the new tag and depen-trast to ours, heavily language-dependent.
dency sets to determine which tags and depen- For comparison against state-of-the-art super-
dency types should be included in eaCh and vised approaches, we consider the deep recursive
(2) manually inspecting sentences parsed with th@eural network presented by Socher et al. (2013),
trained on a movie sentiment treebank (English).

“There is a difference between the number of composi-
tional operations that are defined in the system (one for eacO the best of our knowledge, there are no seman-
phenomenon considered: intensificatitiit’ clauses, nega-  tic compositional supervised methods for Spanish
tion and irrealis), and the number of compositional operati dG
instances created at runtime given such definitions. Therlat an erman.
depends on the words, tags and dependency types that match Accuracy is used as the evaluation metric for

each operation’s prediqa(é. While the matching tags and two reasons: (1) it is adequate for measuring the
dependency types are fixed and common to all languages, the ’

number of words that can mat¢hdepends on the lexicon, so performance of classifiers when the chosen cor-
the number of operation instances varies across languages ntora are balanced and (2) the selected systems for

pending on the use of SO-CAL and SentiStrength as lexica] : : : : _
resources (e.g. English is the language that generates mo eompanson also report their results using this met

instances, with 1411 compositional operations, due to havfIC.
ing the largest intensifier lexicon among the languages and
resources considered)

SLabeled Attachment Score (LAS): The percentage of de-5'1 Resources
pendencies where both the head and the dependency ty . .
have been assigned correctly. The English model used hg&e selected the following standard English cor-
a LAS of 89.36%. pora for evaluation:



e Taboada and Grieve (2004) corpus: Aso.” The content of these dictionaries and their
general-domain collection of 400 long re- parameters are not modified or tuned.
views (200 positive, 200 negative) about ho-
tels, movies, computers or music among
other topics, extracted from epinions.com. Table 2 compares the performance of our model

e Pang and Lee 2004 corpus (Pang and I_eewith respect to SentiStrengthand so-caL on

2004): A corpus of 2000 long movie reviews the Taboada and Grieve (2004) corpus. With re-
(1000 positive, 1000 negative). spect_tOSO-CA_L, resgllts s_how thaF our handling of
negation and intensification provides better results
e Pang and Lee 2005 corpus (Pang and Leggytperformingso-cAL by 3.25 percentage points
2005): A corpus of short movie reviews (sen-gyerall). With respect to SentiStrength, our system
tences). In particular, we used the test splitychieves better performance on long reviews.
used by Socher et al. (2013), removing the Tapje 3 compares these three unsupervised sys-
neutral ones, as they did, for the binary clastems on the Pang and Lee 2004 corpus (Pang
sification task (total: 1821 subjective sen-4nq Lee, 2004), showing the robustness of our
tences). approach across different domains. Our system
. I again performs better thamo-cAL for negation
To Sh.OW the universal _capabllmes .Of Our SYS- o nd intensification (although it does not behave as
tem we include an evaluation for Spanish using th%vell when dealing with irrealis, probably due to
corpus presented by Brooke et al. (2009) (200 P9She need for more complex co’mpositional opera-
itive and 200 negative long reviews from ciao.es).tions to handle this phenomenon), and also better
For German, we rely on a dataset of 2000 "€ than SentiStrength on long movie reviews.

views (1 000 positive and 1 000 negative reviews)t

5.2 Comparison to unsupervised approaches

extracted from Amazon. [Rules SentiStrength SO-CAL Our system]
As subijectivity lexica, we use the same dictio- [Baseline N/A 65.50 65.00
; ; _ +negation N/A 67.75 71.75
naries used bgo-cAL for both English (2 252 ad +intensification 66.00 5925 7408
jectives, 1142 nouns, 903 verbs, 745 adverbs and +jrrealis N/A 71.00  73.75

177 intensifiers) and Spanish (2049 adjectives,

1333 nouns, 739 verbs, 594 adverbs and 165 infable 2: Accuracy (%) on the Taboada and Grieve
tensifiers). For German, we use the German Ser2004) corpus. We only provide one row for Sen-

tiStrength dictionaries (Momtazi, 2012) insteadtiStrength since we are using the standard config-
(2677 stems and 39 intensifiers), as Brooke et alyration for English (which already includes nega-

(2009) dictionaries are not available for languagesion and intensification functionalities).

other than Spanish or English. These are freely

available resources that avoid the need to collect

subjective words, intensifiers or negators. We RS SentiStrength SO-CAL_Our systen
. . Baseline N/A 68.05 67.77
just take those resources and directly plug them| negation N/A 70.10  71.85
into our system. The weights were not tuned or |+intensification 56.90 73.47  74.00
changed in any wa¥. The list of emoticons from ~ L*irrealis N/A 7495 7410

Sentistrength is also used as a lexical resource. If _ .
aterm does not appear in these dictionaries, it willl 2PI€ 3: Accuracy (%) on Pang and Lee 2004 test

not have any impact on the computation of theS€t (Pang and Lee, 2004).

%To test the soundness of our theoretical formalism and Table 4 compares the performance of our uni-
the practical viability and competitiveness of its impleme y/grsg| approach on a different language (Spanish)

tation, it does not matter what resource is chosen. We could . . . . .
have selected other available lexical resources such as SeW'th respect to: Spanish SentiStrength (Vilares et

tiwordNet. The motivation for choosing SentiStrength (andal., 2015d), the Spanisho-cAL (Brooke et al.,
SO-CAL) dictionaries is purely evaluative. We have com-——

pared our model with respect to other three state-of-the-ar 'Out-of-vocabulary words are not given a special treat-
and widely used SA systems that use said resources. Ounent at the moment.

aim is not to evaluate our algorithm over a variety of differ-  ®We used the default configuration, which already applies
ent lexical resources, but to check if our universal systech a many optimizations. We set the length of the snippet between
compositional operations can compete with existing unsupe a negator and its scope to 3, based on empirical evaluation,
vised systems under the same conditions (namely, using thend applied the configuration to compute sentiment on long
same dictionaries and analogous sets of rules). reviews.



[Rules SentiStrength  SO-CAL Our system Vilares et al. (2015a)

not available; and the performance of supervised

Baseline N/A N/A 63.00 61.80

+negati N/A N/A 71.00 N/A i i -
+;n$g§;§igation A VA TLOO A systemg ha_s proven controversial on domain trans
irreals NIA 7450 7575 /A fer applications (Aue and Gamon, 2005).

) Table 5 compares our universal unsupervised

Table 4: Accuracy (%) on the Spanish Brooke elgytem to Socher et al. (2013) on a number of cor-
al. (2009) test set. pora: (1) the collection used in the evaluation of
the Socher et al. system (Pang and Lee, 2005),

2009) and a syntactic language-dependent systek) @ corpus of the same domain, i.e., movies
inspired on the latter (Vilares et al., 2015a). We(Pang and Lee, 2004), and (3) the Taboada and
used exactly the same set of compositional operd='i€ve (2004) collection. Socher et al.'s system
tions as used for English (only changing the list ofProvides sentence-level polarity classification with
word forms for negation, intensification atmut’  five possible outputsvery positive positive neu-
clauses, as explained §8.1). Our universal sys- tral, negative very negative Since the Pang and
tem again outperforms SentiStrength &wcAL Lee (2004) and Taboada and Grieve (2004) cor-
in its Spanish version. The system also obtains re?0ra are collections of long reviews, we needed
sults very similar to the ones reported by Vilares ef0 collect the global sentiment of the textor

al. (2015a), even though their system is Ianguaget-he document-level corpora, we count the number

dependent and the set of rules is fixed and writtel®f outputs of each cladgvery positiveand very
specifically for Spanish. negativecount doublepositiveandnegativecount

In order to check the validity of our approach ©N€ andneutralcounts zera) We take the major-

for languages other than English and Spanish, wiy cla_ss, (;and in the case of a tie, it is classified as
have considered the case of German. It is wortf#€gative: _

noting that the authors of this article have no no- The experimental results show that our ap-
tions of German at all. In spite of this, we haveProach obtains better resuits on corpora (2) and
been able to create a state-of-the-art unsupervisdd)- It is worth mentioning that our unsupervised

SA system by integrating an existing sentimentCompositional approach outperformed the super-

lexicon into the framework that we propose in thisVised model not only on an out-of-domain corpus,
article. but also on another dataset of the same domain

We use the German SentiStrength systen‘mOVieS) as the one where the neural network was

(Momtazi, 2012) for comparison. The use of thetrained and evaluated. This reinforces the useful-

German SentiStrength dictionary, as mentioned'®SS of an unsupervised approach for applicatipns
in Section 5.1, allows us to show how our Sys_that need to analyze a number of texts coming
tem is robust when using different lexica. Ex- from different domains, styles or dates, but there is

perimental results show an accuracy of 72 7504 lack of labeled data to train supervised classifiers
on the Amazon review dataset when all rulesior &l of them. As expected, Socher et al. (2013)

are included, while SentiStrength reports 69.95%'> unbeatable for an unsupervised approach on the

Again, adding first negation (72.05%) and thentest set of the corpus where it_was trained. How-
intensification (72.85%) as compositional opera—ever’ our unsuper_wsed algorithm also performs
tions produced relevant improvements over our’®" robustly on this dataset.

baseline (69.85%). The results are comparable t

those obtained for other languages, using a datas

of comparable size, reinforcing the robustness ofy this article, we have described, implemented

our approach across different domains, languagegngd evaluated a novel model for universal and un-
and base dictionaries.

§t Conclusions and future work

SWhen trying to analyze the document-level corpora with
53 C . ised h Socher et al.’s system, we hadt-of-memory problemsn a
. omparison to supervised approaches 64-bit Ubuntu server with 128GB of RAM memory, so we

. decided to choose a counting approach instead over the sen-
Supervised systems are usually unbeatable on thg, s of such corpora.

test portion of the corpus with which they have °These criteria were selected empirically. Assigning the
been trained. However, in real applications, a sufpositive class in the case of a tie was also tested, as wedtas n
. . . doubling thevery positiveandvery negativeoutput, but these
ficiently large training corpus matching the target

X . settings produced similar or worse results with the (Soeher
texts in terms of genre, style, length, etc. is ofteral., 2013) system.



Corpora Socher et al. (2013) Our system]
Origin corpus of Socher et al. (2013) model

matical texts, we plan to integrate Tweebo parser

L E2rg and ee 2005 (Pang and Lee. 2005) 8540 =07 ] (Kong et al., 2014) into our system. Although it
Taboada and Grieve (2004) 62.00 73.75 I i i i i
e L N 200 71 |  does not follow universal guidelines, it will allow

us to define compositional operations specifically

Table 5: Accuracy (%) on different corpora for intended for English tweets and their particular
Socher et al. (2013) and our system. On thetructure Additionally, the concept of composi-
Pang and Lee 2005 (Pang and Lee, 2005) colledional operations is not limited to generm and
tion, our detailed results taking into account differ-could be adapted for other tasks such as univer-
ent compositional operations were: 73.75 (basesal aspect extraction. Finally, we plan to adapt the

line), 74.13 (+negation), 74.68 (+intensification) Poria et al. (2014) sentic patterns as compositional
and 75.07 (+irrealis) operations, so they can be handled universally.
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