Prototype of an Entity Recognition System for
Antimicrobial Resistance Data Management

Francisco Prado-Valifio, Roi Santos-Rios, Carlos Gémez-Rodriguez,
and Jesus Vilares

Universidade da Coruiia, Centro de Investigacién CITIC - Grupo LYS, Facultad de
Informatica, Campus de Elvifia, 15071 - A Corufia (Espaifia)
Correspondence: Jesus.vilares@udc.es

DOI: https://doi.org/10.17979/spudc.000024.36

Abstract: Often, a study or research process requires the analysis of large volumes of information
in the form of unstructured text. This task consumes a large amount of time and resources of
the human experts in charge of it. For this reason, there is great interest in developing automatic
systems to support these activities by applying Text Mining techniques. A key task in this type of
process is Entity Recognition: extracting the entities of interest contained in a text and classifying
them into pre-established categories.

The work presented here is part of the GRALENIA project, which seeks to improve antimicrobial
resistance data management in the hospital setting. The main goal of our work is the develop-
ment of an entity recognizer prototype for the identification and labeling of indicators of interest
present in clinical reports.

1 Introduction

In recent years, thanks to the progressive digital conversion of our health systems, the Biomed-
ical field has experienced a significant increase in the amount of information available for re-
search and analysis. In this context, electronic health records (EHR) constitute a major in-
formation source, since they contain a large amount and variety of information about our
health (Fleuren and Alkema, 2015). However, although part of these data may be structured
(laboratory tests, prescriptions, etc.), many other is formed by unstructured text (nursing notes,
admission reports, etc.), making it difficult to analyze said data.

The study of the huge amount of information contained in these unstructured sources in-
volves a great consumption of time and resources of trained personnel. Due to the complexity
and cost of these analyses, there is great interest in developing support systems capable of au-
tomating these tasks as much as possible.

2 Main Goals

Our work consists of the application of Text Mining (TM) (Hotho et al., 2005) techniques for
Entity Recognition (ER) in order to automate the detection of entities on unstructured clinical
text. In our case, we will focus on the field of antimicrobial resistance (AMR), specifically on the
resistance of bacteria to antibiotics. This work is part of the GRALENIA project,! which seeks to
improve AMR data management in the hospital setting, specifically focusing on three bacteria:
MRSA, Klebsiella ESBL and Klebsiella carbapenemase. For this purpose, the project proposes to

1 http:/ /gralenia.es (visited on Sept. 2023).
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Figure 1: General architecture of the ER system: rule-based approaches.

create a digital platform that, using Natural Language Processing (NLP) techniques, analyzes
patients’ clinical reports in search of AMR-related indicators.

These indicators belong to one of the categories pre-defined by our experts: BACTEREMIA,
CeNTRAL NErVOUS SysteM (CNS) InrecTION, FEVER, GASTROENTERITIS, GENITAL INFECTION, ORAL
INFECTION, PHLEBITIS, RESPIRATORY INFECTION, SEPSIS, SURGIcAL WoOUND INFECTION, and URINARY
InrecTION. Within the framework of the parent project, and in a later phase, the detected indi-
cators will serve as input features to an Al system for the detection of resistances and possible
sources of bacterial contagion.

In this work, we intend to develop a prototype ER system to identify possible AMR indicators
(named symptomatic expressions) in patients’ clinical reports.

3 Development

At the time of writing this article, a suitable dataset for analysis and system evaluation in Spanish
was not yet available. As a temporary solution, we decided to work with the MIMIC-III (John-
son et al., 2016) English database in the meantime, since the nature of its content adapts to the
needs of our project. This database contains anonymized information on medical data belong-
ing to more than 40,000 patients at Beth Israel Deaconess Medical Center (BIDMC).

SpaCy? open-source library has been used for building the core of our Natural Language
Processing (NLP) system. SpaCy provides us with a framework in the form of a modular
pipeline, this being the architecture that we will use for our ER system. As shown in Figure 1,
it consists of the following modules:

1. Tokenizer: Segments the text into tokens. It also generates the Doc object on which the
other SpaCy components will work.

Preprocessor: Preprocesses the tokenized text prior to creating the Doc.
Sentence Splitter: Segments the text into sentences, marking them in the Doc.

Entity Recognizer: Performs the ER task, properly speaking, on the Doc.

SN

Postprocessor: Postprocesses the Doc.

3.1 First approach: Baseline rule-based system

Instead of generating the analysis rules of the system manually, we have automated their cre-
ation through code. In this way, it is enough to add, delete or modify any of the symptomatic
expressions and the system will generate the new updated rules automatically. In addition,

2 http:/ /spacy.io (visited on Sept. 2023)
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this allows us to easily add new categories by simply adding new sets. These rules are applied
through a pattern matching process, labeling the detected category on the text, as can be seen
in Example 1.

The following sentence, extracted from a MIMIC-III document, presents several indicators
that we are interested in identifying and labeling. Specifically, it contains the symptomatic
expressions “abdominal pain”, "vomit” and “diarrhea”, belonging to the category GASTROEN-
TERITIS, along with “dysuria”, belonging to UrRiNARY INFECTION. Once we apply the rules on
this phrase, we obtain the following output:

"Denies  specific ~ complaints  when  asked, including ~ chest  pain, cough,

- nausea and vomits,
diarrhea GASTROENTERITIS v/ dysuria URINARY. INFECTION -

(Example 1)

Preprocessing

To facilitate establishing correspondences, those abbreviations and acronyms present in the
input text are replaced by their components: “rx'd” for “prescribed” or “t°” for "temperature”, for
instance. This process is carried out during the Preprocessing phase, before applying the rules.

Results

The results for this first approach (base) are shown in Table 1, which details the number of
labeled entities (i.e. that matched some pattern), the number of documents with at least one
label, and the percentage that these documents represent over the total. Total coverage was
41.01%, so there is still ample room for improvement.

3.2 Second approach: Fuzzy matching and term expansion

One of the main problems with our initial approach is the negative impact of spelling errors,
since they prevent matching: “fevre” instead of “fever” or "taychardia” instead of "tachycardia”,
for example. To reduce this problem as much as possible, we will introduce fuzzy matching
mechanisms in the rules in order to make the patterns more flexible. Specifically, we will use the
Levenshtein editing distance (Levenshtein et al., 1966) on the words contained in a symptomatic
expression. Given two words, the Levenshtein edit distance is the minimum number of single-
character edits (insertions, deletions, and substitutions) required to convert one word into the
other.

Similarly, another of the main problems detected is the use of morphological variants (e.g.
changing from singular to plural) and semantic variants (e.g. synonyms) of the original symp-
tomatic expressions. As a solution, inflectional morphemes accounting for number variation
(e.g. "expectoration”-"expectorations”) and verbal forms (e.g. “vomit”-"vomiting”) have been
integrated. Synonyms commonly used in the application domain have also been added (e.g.

”or

“secretion”-"discharge”) after being obtained from the OpenMD online medical dictionary.?

Rules for complex symptomatic expressions

As explained before, our automatically generated rules provide flexibility when it comes to
expanding the set of symptomatic expressions to be detected by the system but, at the same
time, they are currently limited in terms of their complexity. Some of these expressions, such
as measurements, present more complex structures than those initially proposed by experts
and, then, automatically encoded into the rules. To define rules capable of correctly identifying

8 http://openmd.com/dictionary/ (visited on Sept. 2023).
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and labeling this kind of complex structures, we have chosen to manually refine the patterns
involved. Example 2 includes one of these complex expressions.

In order to label expressions related to blood pressure along with their associated
numerical value, we defined ad hoc rules with more elaborate patterns. These were based
on a list of dictionaries containing (characteristic, value) pairs. Once these new rules are
applied, the following output is obtained:

"His | blood pressure was 223 /125 SEPSIS , otherwise Hemodialysis stable.”

(Example 2)

Postprocessing

By allowing matches with words within edit distance 1 of those considered within a rule, it is
inevitable that expressions containing correct terms that are very similar to those of a pattern,
may be erroneously labeled as entities (e.g. “fever”-"never”).

To avoid this, those entities identified by the rules are then checked by the system using a
dictionary of the language from which we have previously removed our symptomatic expres-
sions. Furthermore, frequent erroneous expressions detected in previous analyses of the system
output have been added, as in the case of that one shown in Example 3.

"We have ' not found SURGICAL_.WOUND_INFECTION a particular bacteria that is causing
your recurrent infections.”

(Example 3)

Results

As we can see in Table 1, the coverage for our second approximation (fuzzy) has increased to
58.41%, with the categories FEVErR and RespiraTORY INFECTION standing out. The use of fuzzy
matching rules now make it possible to capture symptomatic expressions of these categories
containing variants and spelling errors. Simultaneously, other categories, such as CNS INFEc-
TIoN and GAsTRENTERITIS, have lost labeled entities, but this is because they were redistributed
to other categories. GENITAL INFECTION continues to be the category with the fewest entities, due
to the small number of cases of this type in the corpus.

3.3 Third approach: Transformers

Despite the limitations described, the performance achieved through the previous improve-
ments made it possible to generate a set of automatically labeled examples of sufficient size.
The availability of this new silver corpus, enabled us to implement a new approach based on
transformers (Vaswani et al., 2017). To do this, we have maintained our pipeline architecture, al-
though modifying some of its modules. Specifically, the Sentence Splitter and Entity Recognizer
modules have been removed, since they are not necessary in this new approach, while otheres
have been introduced, as shown in Figure 2:

o Transformer: Contains the pretrained language model used by the system to obtain highly
contextualized embeddings of the input words.

e Perceptron: Responsible for assigning labels from the output of the previous module.

e Remove Transformer Data: Responsible for optimizing the memory consumption by
removing unnecessary data from the embeddings.
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Table 1: Analysis of results for the base system (base) and its improved version (fuzzy) using fuzzy corre-
spondence and term expansion.

Entity tvpe No. Tagged No. Documents % Documents
yp Entities with tags with tags
base fuzzy base fuzzy base  fuzzy

BACTEREMIA 6,016 7,488 4,069 4,704 6.80 7.86
CNS INFECTION 17,999 11,464 9,656 6,426 16.64 10.74
FevER 4,054 34,638 2,628 15,954 4.39 26.67
(GASTROENTERITIS 13,630 10,483 6,730 5,798 11.25 9.69
GEeNITAL INFECTION 3 9 3 9 0.01 0.02
ORrAL INFECTION 991 1,108 771 852 1.29 1.42
PHLEBITIS 100 269 80 231 0.13 0.39
REesPIRATORY INFECTION 997 29,854 946 15,585 1.58 26.05
SEPSIS 31,347 36,045 15,549 16,958 2599  28.35
SurcicaL WounD INEEcTION 26 3,334 25 2,374 0.04 3.97
URINARY INFECTION 1,246 1,298 1,044 1,088 1.75 1.82
Total 76,409 135,990 24,534 34,945 41.01 5841
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Figure 2: General architecture of the ER system: transformer-based approach.

Language models and training

As previously mentioned, we have used the output of our improved rule-based system to au-
tomatically generate a silver corpus, taking as training examples those sentences that contained
labeled cues. Next, the resulting examples set was shuffled in order to balance its distribution
and, then, splitted into three (sub)sets: 70% for training, 20% for validation and 10% for testing

purposes.

When analyzing the performance of this last approach, several language models have been

considered:*

e DistilBERT (Sanh et al., 2019): Distilled version of the base BERT model Devlin et al.
(2018). It is smaller (reduced from 100M to 67M parameters) and faster (60%) than the

original model, while maintaining a similar linguistic understanding capacity.

e Bio-DistilBERT (Rohanian et al., 2022): Model obtained by training DistilBERT on the
PubMed dataset” in batches of size 192 for 200k training cycles.

Downloaded from HuggingFace: http:/ /huggingface.co (visited on Sept. 2023).
http:/ [pubmed.ncbi.nlm.nih.gov (visited on Sept. 2023).
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Table 2: Global comparison of the outputs for our different approaches.

Approach No. Tagged No. Documents % Documents
Entities with tag with tag
Base rules 76,409 24 534 41.01
Improved rules 135,990 34,945 58.41
DistilBERT 170,503 41,456 69.30
Bio-DistilBERT 183,968 44,148 73.80
Bio-Clinical BERT 166,081 39,386 65.84
PubMedBERT 192,652 42,860 71.65

e Bio-Clinical BERT (Alsentzer et al., 2019): Model obtained by training BioBert (Lee
et al., 2020) on the MIMIC-III dataset in batches of size 32 for 150k cycles.

e PubMedBERT (Gu et al., 2020): Model obtained by training BERT on the PubMed
dataset in batches of size 8,192 for 62.5k cycles.

Systems Comparison

As shown in Table 2, we can see a significant increase in performance with respect to our pre-
vious rule-based approaches. In the case of our transformer-based approach, the PubMedBERT
model obtained a higher number of labeled entities, while Bio-DistilBERT achieved higher doc-
ument coverage. This increase in performance is mainly due to the generalization capacity of
the language models with respect to the use of rules, which is a great advantage when working
with unstructured free text content, as in the case of the documents managed by our system.

Regarding the type of symptomatic expressions detected, the new transformer-based system
is able to identify expressions with large variations and errors, although it might also identify
words incorrectly, thus resulting in incorrect labelling, as shown in Example 4. However, some
of these incorrectly labeled expressions may also be of interest to the task, thus making the work
of annotators easier for the construction of a future gold standard: replacing its original label by
the correct one should be enough.

For the symptomatic expression “hypotension”, with category Sepsis, the PubMedBERT
model also allows variants such as “hypotensive” to be identified. However, it also incor-
rectly labels terms such as "hyponatremia” or "hypoglycemia”, since they also contain the
prefix “hypo-".

(Example 4)
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