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Abstract
Making natural language processing technologies available for low-resource languages is an important goal to improve the access to
technology in their communities of speakers. To our knowledge, there are no well-established linguistic resources for the development of
sentiment analysis applications for the Uzbek language. In this paper, we fill that gap by providing its first annotated corpora for polarity
classification. Our methodology considers collecting a medium-size manually annotated dataset and a larger-size dataset automatically
translated from existing resources. Then, we use these datasets to train what, to our knowledge, are the first sentiment analysis models
on the Uzbek language, using both traditional machine learning techniques and recent deep learning models. Both sets of techniques
achieve similar accuracy (the best model on the manually annotated test set is a convolutional neural network with 88.89% accuracy, and
on the translated set, a logistic regression with 89.56% accuracy); with the accuracy of the deep learning models being limited by the
quality of available pre-trained word embeddings.

1. Introduction
The advancement of technologies in the field of Natural

Language Processing (NLP) over the past few years has led
to achieve very high accuracy results, allowing the creation
of useful applications that play an important role in many
areas now. In particular, the adoption of deep learning
models has boosted accuracy figures across a wide range
of NLP tasks. As a part of this trend, sentiment classifica-
tion, a prominent example of the applications of NLP, has
seen substantial gains in performance by using deep learn-
ing approaches compared to its predecessor approaches
(Barnes et al., 2017). However, low-resource languages
still lack access to those performance improvements. Neu-
ral network models, which have gained wide popularity in
recent years, are generally considered as the best super-
vised sentiment classification technique for resource-rich
languages so far (Socher et al., 2013; Barnes et al., 2017;
Zhang et al., 2018), but they require significant amounts of
annotated training data to work well.

Meanwhile, the fact that a language can be considered a
low-resource language does not necessarily mean that it is
spoken by a small community. For instance, the language
we focus on in this paper is Uzbek, which is spoken by
more than 33 million native speakers in Uzbekistan as well
as elsewhere in Central Asia and a part of China.1

It is also important to point out that NLP tools in
general, and sentiment analysis tools in particular, benefit
from taking into account the particularities of the language
under consideration (Jang and Shin, 2010; Vilares et al.,
2015). Uzbek is a Turkic language that is the first official
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1https://en.wikipedia.org/wiki/Uzbek_
language

and only declared national language of Uzbekistan. The
language of Uzbeks (in native language: O’zbek tili or
O’zbekcha) is a null-subject, agglutinative language and
has many dialects, varying widely from region to region,
which introduces more difficult problems to tackle.2

The main contributions of this paper are:

1. The creation of the first annotated dataset for senti-
ment analysis in Uzbek language, obtained from re-
views of the top 100 Google Play Store applications
used in Uzbekistan. This manually annotated dataset
contains 2500 positive and 1800 negative reviews.
Furthermore, we have also built a larger dataset by au-
tomatically translating (using Google Translate API)
an existing English dataset3 of application reviews.
The translated dataset has ≈10K positive and ≈10K
negative app reviews, after manually eliminating the
major machine translation errors by either correcting
or removing them completely.

2. The definition of the baselines for sentiment analy-
ses in Uzbek by considering both traditional machine
learning methods as well as recent deep learning tech-
niques fed with fastText pre-trained word embed-
dings.4 Although all the tested models are relatively
accurate and differences between models are small,
the neural network models tested do not manage to
substantially outperform traditional models. We be-
lieve that the quality of currently available pre-trained

2Little information about Uzbek lanlzguages is available in
English. A good starting point for readers who are interested
could be: http://aboutworldlanguages.com/uzbek

3https://github.com/amitt001/
Android-App-Reviews-Dataset

4https://fasttext.cc
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word embeddings for Uzbek is not enough to let deep
learning models perform at their full potential.

3. The definition of the steps for translating an avail-
able dataset automatically to a low-resource language,
analysing the quality loss in the case of English-
Uzbek translation.

All the resources, including the datasets, the list of top
100 apps whose reviews were collected, the source code
used to collect the reviews and the one for baseline classi-
fiers, are publicly available at the project’s repository.5

The remainder of this paper is organized as follows:
after this Introduction, Sect. 2. describes related work that
has been done so far. It is followed by a description of the
methodology in Sect. 3. and continues with Sect. 4. which
focuses on Experiments and Results. The final Sect. 5.
concludes the paper and highlights the future work.

2. Related Work
We only know of one existing sentiment analysis re-

source for the Uzbek language: a multilingual collection of
sentiment lexicons presented in (Chen and Skiena, 2014)
that includes Uzbek, but the Uzbek lexicon is very small
and is not evaluated on an actual sentiment analysis sys-
tem or dataset. To our knowledge, there are no existing
annotated corpora on which it could be evaluated.

Other languages of the Turkic family such as Turkish
and Kazakh have made considerable progress in the field.
For example, a system for unsupervised sentiment anal-
ysis on Turkish texts is presented in (Vural et al., 2012),
based on a customization of SentiStrength (Thelwall and
Paltoglou) by translating its polarity lexicon to Turkish,
obtaining a 76% accuracy in classifying Turkish movie re-
views as positive or negative.

Sentiment analysis of Turkish political news in online
media was studied in (Kaya et al., 2012) using four differ-
ent classifiers (Naive Bayes, Maximum Entropy, SVM, and
character-based n-gram language models) with a variety of
text features (frequency of polar word unigrams, bigrams,
root words, adjectives and effective polar words) conclud-
ing that the Maximum Entropy and the n-gram models are
more effective when compared to SVM and Naive Bayes,
reporting an accuracy of 76% for binary classification.

A sentiment analysis system for Turkish that gets
a 79.06% accuracy in binary sentiment classification of
movie reviews is described in (Dehkharghani et al., 2017),
but it needs several linguistic resources and tools, such as
a dependency parser and a WordNet annotated with senti-
ment information, which are not available for Uzbek.

(Yergesh et al., 2017) presented a rule-based sentiment
analysis system for Kazakh working on a dictionary, mor-
phological rules and an ontological model, achieving 83%
binary classification accuracy for simple sentences.

A modern Deep Learning approach for solving Kazakh
and Russian-language Sentiment Analysis tasks was inves-
tigated in (Sakenovich and Zharmagambetov, 2016). Par-
ticularly, Long Short-Term Memory (LSTM) was used to

5https://github.com/elmurod1202/
uzbek-sentiment-analysis

handle long-distance dependencies, and word embeddings
(word2vec, GloVe) were used as the main feature.

3. Methodology
3.1. Data Collection

When it comes to choosing an available source to col-
lect data for low-resource languages, the usual approach
for resource-rich languages, such as Twitter data (Zimbra
et al., 2018) or movie reviews (Chakraborty et al., 2018),
may not qualify and end up being very scarce or not suf-
ficient to work with. So one has to find out what is the
most widespread web service from which a large amount
of open data can be collected for a specific low-resource
language. In the case of Uzbek, most of its speakers use
mobile devices for accessing the Internet, and Android re-
tains a share of more than 85% of the mobile Operating
Systems market (as of February 2019)6. This is the reason
why the reviews of Google Play Store Applications have
been chosen as the data source for our research.

We selected the list of top 100 applications used in
Uzbekistan, retrieving for each review its text and its as-
sociated star rating (from 1 to 5 stars). In order to pro-
mote future research on the Uzbek language, the project
repository that has been created to share the sources of this
paper contains a file with the list of URLs for those apps
and the Python script for crawling the Play Store reviews.
Due to Google’s anti-spam and anti-DDOS policies, there
are certain limitations on harvesting data, such as that only
the most relevant 40 reviews can be obtained in a single re-
quest and up to 4500 in several requests (the corresponding
source code has also been included).

3.2. Pre-processing
We observed that the collection of texts (together with

the associated star ratings) downloaded by the above pro-
cedure was noisy, so we performed a correction process.
The comments containing only emojis, names or any other
irrelevant content, such as username mentions, URLs or
specific app names were removed. Those written in lan-
guages different from Uzbek (mostly in Russian and some
in English) were manually translated. There is another
small inconvenience, specific to dealing with Uzbek texts:
although currently the official and most-used alphabet for
the language is the Latin one, some people still tend to
write in the Cyrillic alphabet, which was the official al-
phabet decades ago and is still used in practice (Dietrich,
2018). Those Cyrillic comments were collected and trans-
formed to the Latin one using an available online tool.7 A
small example is shown in Figure 1.

3.3. Annotation
This paper is intended to present only a binary clas-

sified dataset, so the main task was to label the reviews as
positive or negative. A neutral class was not considered for
the sake of simplicity since this is, to our knowledge, the

6http://gs.statcounter.com/
os-market-share/mobile/uzbekistan

7Online Cyrillic to Latin transformation tool: https://
savodxon.uz
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Figure 1: Savodxon.uz: Online Cyrillic to Latin alphabet
transformation tool, specifically for Uzbek language. (The
example text in English: ”The app is nicely created, I have
no complaints”)

first sentiment analysis dataset for our chosen language, so
we preferred to start from the simplest setting. The an-
notation process was done by two native Uzbek speakers
manually labeling the reviews, giving them a score of ei-
ther 0 or 1, meaning that the review is either negative or
positive, respectively. A third score was obtained from the
dataset’s rating column as follows:

• Reviews with 4- and 5-star ratings were labeled as
positive (1);

• Reviews with 1- and 2-star ratings were labeled as
negative (0);

• The majority of reviews with 3-star rating also turned
out to have negative opinion so we labeled them as
negative (0) as well, but both annotators removed the
objective reviews.

Finally, the review was given a polarity according to the
majority label. This process resulted into 2500 reviews an-
notated as positive and 1800 as negative.

3.4. Translation
In order to further extend the resources to support senti-

ment analysis, another larger dataset was obtained through
machine translation. An available English dataset of pos-
itive and negative reviews of Android apps, containing
10000 reviews of each class, was automatically translated
using MTRANSLATE8: an unofficial Google Translate
API from English to Uzbek. The next step was to deter-
mine whether the translation was accurate enough to work
with. Thus, we manually went through the translation re-
sults quickly and examined a random subset of the reviews,
large enough to make a reasonable decision on overall ac-
curacy. Although the translation was not clear enough to
use for daily purposes, the meaning of the sentences was
approximately preserved, and in particular, the sentiment
polarity was kept (except for very few exceptional cases).
An example of the translation can be seen in Figure 2.

As a result, we have obtained two datasets with the
sizes shown in Table 1. While the translated dataset is quite
balanced, the manually annotated dataset has about 3:4 ra-
tio of negative to positive reviews. Each of the datasets has
been split into a training and a test set following a 90:10
ratio, for the experiments in the next section.

4. Experiments & Results
To create the baseline models for Uzbek sentiment

analysis, we chose various classifiers from different fam-
ilies, including different methods of Logistic Regression

8https://github.com/mouuff/mtranslate

Figure 2: An example of the translation process on two
random negative reviews. As can be observed, the polarity
of the comments is preserved.

Datasets Positive Negative Total
Manual Dataset 2500 1800 4300
Translated Dataset 9632 8853 18485

Table 1: Number of reviews per dataset and polarity class

(LR), Support Vector Machines (SVM), and recent Deep
Learning methods, such as Recurrent Neural Networks
(RNN) and Convolutional Neural Networks (CNN).

We implemented LR and SVM models by means of the
Scikit-Learn (Pedregosa et al., 2011) machine learning li-
brary in Python with default configuration parameters. For
the LR models, we implemented a variant based on word
n-grams (unigrams and bigrams), and one with character n-
grams (with n ranging from 1 to 4). We also tested a model
combining said word and character n-gram features.

In the case of Deep Learning models, we used
Keras (Chollet et al., 2015) on top of TensorFlow (Abadi
et al., 2015). We use as input the FastText pre-trained word
embeddings of size 300 (Grave et al., 2018) for Uzbek lan-
guage, that were created from Wiki pages and Common-
Crawl, 9 which, to our knowledge, are the only available
pre-trained word embeddings for Uzbek language so far.
The source code for all the chosen baseline models is avail-
able on the project’s GitHub repository.

For the CNN model, we used a multi-channel CNN
with 256 filters and three parallel channels with kernel
sizes of 2,3 and 5, and dropout of 0.3. The output of the
hidden layer is the concatenation of the max pooling of the
three channels. For RNN, we use a bidirectional network
of 100 GRUs. The output of the hidden layer is the con-
catenation of the average and max pooling of the hidden
states. For the combination of deep learning models, we
stacked the CNN on top of the GRU. In the three cases,
the final output is obtained through a sigmoid activation
function applied on the previous layer. In all cases, Adam
optimization algorithm, an extension of stochastic gradient
descent, was chosen for training, with standard parame-
ters: learning rate α = 0.0001 and exponential decay rates
β1 = 0.9 and β2 = 0.999. Binary cross-entropy was used

9http://commoncrawl.org
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Methods used ManualTT TransTT TTMT
Support-vector Machines based on linear kernel model 0.8002 0.8588 0.7756
Logistic Regression model based on word ngrams 0.8547 0.8810 0.7720
Recurrent + Convolutional neural network 0.8653 0.8864 0.7850
Recurrent Neural Network with fastText pre-trained word embeddings 0.8782 0.8832 0.7996
Logistic Regression model based on word and character ngram 0.8846 0.8956 0.8145
Recurrent Neural Network without pre-trained embeddings 0.8868 0.8832 0.8052
Logistic Regression model based on character ngrams 0.8868 0.8945 0.8021
Convolutional Neural Network (Multichannel) 0.8888 0.8832 0.8120

Table 2: Accuracy results with different training and test sets. ManualTT - Manually annotated Training and Test sets.
TransTT - Translated Training and Test sets. TTMT - Translated dataset for Training, Annotated dataset for Test set.

as loss function.
As our performance metric, we use classification accu-

racy. This is the most intuitive performance measure for a
binary classifier, and it is merely a ratio of correctly pre-
dicted observations to total observations (Powers, 2011).

accuracy =

∑
true positive +

∑
true negative∑

total population

Since we have worked on relatively small dataset, other
metrics, such as the runtime complexity and memory allo-
cations were not taken into account.

Table 2 shows the accuracy obtained in three differ-
ent configurations: a first one working on the manually
annotated dataset (ManualTT), a second one on the trans-
lated dataset (TransTT) and a third one in which training
was performed on translated dataset while testing was per-
formed on the manually annotated dataset.

The LR based on word n-grams obtained a binary
classification accuracy of 88.1% on the translated dataset,
while the one based on character n-grams, with its better
handling of misspelled words, improved it to 89.45%. To
take advantage of both methods, we combined the two and
got 89.56% accuracy, the best performance for the trans-
lated dataset obtained in this paper. The deep learning
models have shown accuracies ranging from 86.53% (us-
ing RNN+CNN) to 88.88% (using Multichannel CNN) on
our manually annotated dataset, the latter being the best
result on this dataset, while the RNN+CNN combination
performed well on the translated dataset with 88.64% aver-
age accuracy, slightly better than others (88.32% for single
RNN and CNN models).

Table 3 shows per-class metrics of our best result on the
translated dataset, obtained from the LR model based on
word and character n-grams trained on that same dataset.

Classes Precision Recall F1-score
Negative 0.89 0.91 0.90
Positive 0.90 0.88 0.89

Table 3: Performance metrics of the best result on the
translated dataset.

Although the results obtained have been good in gen-
eral terms, those obtained for deep learning models have
not clearly surpassed the results obtained by other classi-
fiers. This is mainly due to some of the complexities of

Uzbek language. Indeed, Uzbek morphology (Matlatipov
and Vetulani, 2009) is highly agglutinative, and this as-
pect makes it harder to rely on word embeddings: a single
word can have more than 200 forms generated by adding
suffixes, sometimes even an entire sentence in English lan-
guage can be described by one word. . An example of how
agglutinative the language is is shown in Figure 3.

Figure 3: An example of the agglutinative aspect of Uzbek
language. Here we describe how just one Uzbek word can
correspond to an entire sentence in English.

This agglutinative nature of Uzbek poses a major chal-
lenge for the definition of word embeddings. In our exper-
iments, we could not associate a word-embedding to about
37% of words occurring in reviews. The reason for that
was the noise of the reviews dataset we used, and which
contained a large amount of misspelled words. Addition-
ally, while our dataset contains only words in Latin alpha-
bet, about the half of the word embeddings we used were
in Cyrillic, decreasing the chance of the word to be found.

5. Conclusion and Future work
In this paper, we have presented a new Sentiment Anal-

ysis dataset for Uzbek language, collected from the re-
views of Top 100 Android applications in Uzbekistan in
Google Play Store. This dataset contains 4300 negative
and positive reviews with a 3:4 ratio between the respec-
tive classes. It was manually annotated by two annotators,
also considering the star rating provided by the reviewers.
We also presented another new and relatively larger (20K)
dataset of the same type, but this time it was automatically
translated to Uzbek using Google Translate from an exist-
ing app review dataset in English language.



From the results of the experiments presented here, one
can conclude that deep learning models do not perform
better in sentiment classification than classic models for
a low-resource language. We achieved our best accuracy
(89.56%) on the translated dataset using a logistic regres-
sion model using word and character n-grams. The modern
deep learning approaches have shown very similar results,
without substantially outperforming classic ones in accu-
racy as they tend to do when used for resource-rich lan-
guages. We believe this to be due to lack of resources to
feed the deep learning models: for example, the pre-trained
word embeddings need to be enhanced (trained on a larger
dataset) in order to benefit from the recent methods.

Our future work will be focused on creating more fun-
damental resources for the Uzbek language, such as tagged
corpora, pre-trained word embeddings, lexicon and tree-
banks allowing us to build essential NLP tools, like part-
of-speech taggers and parsers, which in turn can be used to
improve sentiment analysis and other NLP tasks. An alter-
native to improve the deep learning models tested in this
work would be to use character embeddings, which should
be a good fit for an agglutinative language because they
can capture information about parts of words and reduce
the sparsity due to the large number of different words.
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