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Abstract

This paper presents an exploration of differ-
ent statistical association measures to auto-
matically identify collocations from corpora
in English, Portuguese, and Spanish. To
evaluate the impact of the association mea-
sures we manually annotated corpora with
three different syntactic patterns of colloca-
tions (adjective-noun, verb-object and nomi-
nal compounds). We took advantage of the
PARSEME 1.1 Shared Task corpora by se-
lecting a subset of 155k tokens in the three
referred languages, in which we annotated
1, 526 collocations with their Lexical Func-
tions according to the Meaning-Text Theory.
Using the resulting gold-standard, we have
carried out a comparison between frequency
data and several well-known association mea-
sures, both symmetric and asymmetric. The
results show that the combination of depen-
dency triples with raw frequency informa-
tion is as powerful as the best association
measures in most syntactic patterns and lan-
guages. Furthermore, and despite the asym-
metric behaviour of collocations, directional
approaches perform worse than the symmetric
ones in the extraction of these phraseological
combinations.

1 Introduction

Although there is no agreement about the linguis-
tic properties of collocations, it is commonly ac-
cepted that the automatic identification of this type
of multiword expressions (MWEs) is crucial for
many natural language processing tasks such as
natural language understanding, or machine trans-
lation (Sag et al., 2002; Wehrli and Nerima, 2018).

From a statistical point of view collocations
are recurrent co-occurrences of word pairs given
a short span of text (Firth, 1957; Benson, 1990;

Sinclair, 1991). Thus, they are often identified
by applying association measures (AMs, e.g., log-
likelihood, pointwise mutual information, etc.)
on co-occurrence counts in windows of different
sizes (Pecina, 2010). However, the phraseological
tradition states that collocations are idiosyncratic
asymmetric combinations of syntactically related
pairs of words (Hausmann, 1989; Benson, 1989).
In this regard, their asymmetry derives from the
fact that one of the elements of a collocation (the
BASE, e.g., cab in take a cab) is freely selected due
to its meaning, while the choice of the other (the
COLLOCATE, e.g., take in the previous example)
is restricted by the former (Mel’čuk, 1995, 1998).
Following this perspective, the process for extract-
ing collocations should take advantage of syntac-
tic parsing (Seretan, 2011). Moreover, and with
a view to capture the asymmetry of these expres-
sions, directional AMs have been proposed (Car-
lini et al., 2014). To evaluate the impact of each
extraction method, some researchers perform a
manual revision of a ranked list of collocation can-
didates (Seretan and Wehrli, 2006), while others
collect a set of gold-standard collocations (from
corpora or dictionaries) to evaluate their identifi-
cation methods (Krenn and Evert, 2001; Pearce,
2002; Pecina, 2010; Evert et al., 2017).

Notwithstanding, most studies focus only on
one language or just on a collocation pattern, and
most of them use very different gold-standards
(e.g., considering idioms or proper nouns as a type
of collocations), so that their results are not com-
parable and cannot be generalized to other lan-
guages or collocational schemes.

This paper presents a systematic evaluation of
twelve AMs —both symmetric and directional—
which have been proposed for collocation ex-
traction. The experiments are carried out us-
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ing three syntactic patterns (adjective-noun, verb-
object, and nominal compounds) in English, Por-
tuguese, and Spanish. To obtain accurate re-
call and precision values, we have created gold-
standard corpora containing 1, 526 collocations la-
beled in context in these languages.1 The annota-
tion was performed following a phraseological ap-
proach, which not only identifies each collocation
but also classifies it according to a lexical function
in the Meaning-Text Theory (Mel’čuk, 1998).

The results of the performed experiments show
that, to extract these dependency-based colloca-
tions, frequency data behaves similarly to the best
association measures, and that directional mea-
sures obtain worse results than symmetric ones.
Moreover, these findings are general tendencies in
the three languages that have been evaluated.

The rest of this paper is organized as follows.
First, Section 2 introduces some related work on
the use of AMs for extracting collocations. Then,
we briefly present the gold-standard corpora in
Section 3. The evaluation and discussion of the
results are addressed in Sections 4 and 5, while
some conclusions are drawn in Section 6.

2 Related Work

There is a rich variety of studies dealing with
the automatic extraction of collocations from cor-
pora. In this respect, several papers addressed this
task applying different AMs to short sequences of
ngrams (Smadja, 1993) or syntactic dependencies
(Lin, 1999; Seretan and Wehrli, 2006). Other stud-
ies, such as Krenn and Evert (2001) and Evert and
Krenn (2001) took advantage of POS-tags to focus
on particular collocational patterns.

Pearce (2002) compared previous statistical ap-
proaches to identify collocational bigrams, show-
ing that the different definitions of collocations in-
volve divergences in the results. In this respect,
papers such as Thanopoulos et al. (2002) include
named entities in some of the gold-standards.

Pecina and Schlesinger (2006) and Pecina
(2010) carry out a large comparison of dozens of
statistical metrics to identify collocations (includ-
ing idioms) in Czech corpora, also proposing sev-
eral combinations of AMs which improve the per-
formance of single measures. A recent compari-
son of various AMs, using different corpus sizes
and two different gold-standards in English can be
found in Evert et al. (2017), which also evaluate

1
https://github.com/marcospln/collocations

surface-based and dependency-based approaches.
In Uhrig et al. (2018), the authors analyze the im-
pact of several dependency parsers and syntactic
schemes in the same task.

The asymmetric properties of collocations have
been taken into account, for instance, in Gries
(2013), which proposed directional measures
(∆P) to better capture the behaviour of these ex-
pressions. Correspondingly, and following an
approach similar to ours, Carlini et al. (2014)
propose another asymmetric measure (NPMIc)
based on a normalized version of mutual informa-
tion (Church and Hanks, 1990).

A related task consists of automatically classi-
fying the semantic properties of collocations by
means of lexical functions or glosses. In this re-
gard, some studies apply machine learning meth-
ods to train classifiers (Wanner et al., 2006, 2016;
Gelbukh and Kolesnikova, 2012), while others
use distributional semantics to identify a collocate
given a base and a lexical function (Rodrı́guez-
Fernández et al., 2016).

Among the many studies that evaluate AMs to
extract collocations from corpora, most of them
focus only on one language (usually in English,
German, Czech, or Spanish) and use different
approaches (surface-based or syntactic dependen-
cies). Moreover, different interpretations of collo-
cations make most studies not comparable. Taking
the above into account, our evaluation is carried
out in a new dataset in three languages and with
different syntactic patterns, which has been man-
ually annotated from a phraseological viewpoint
following the Meaning-Text Theory.

3 Gold-standard multilingual corpora of
collocations.

This section summarizes the annotation process of
the corpora and its results.2 Before that, we intro-
duce the main characteristics of collocations in the
phraseological viewpoint adopted in this paper.

3.1 Collocations

As said, we understand collocations as asymmet-
ric combinations of two syntactically related lexi-
cal units (Hausmann, 1989). In this regard, one of
the elements that form the collocation (the base)
is chosen by the speaker due to its meaning. The
base, in turn, restricts the selection of the other lex-

2See Garcia et al. (2019) for a detailed explanation of the
annotation process.

https://github.com/marcospln/collocations
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ical unit (the collocate), which conveys a particu-
lar meaning in function of a given base.

Under the Meaning-Text Theory, the concept of
collocation was formalized as follows:

A COLLOCATION AB of L is a semantic
phraseme of L such that its signified ‘X’
is constructed out of the signified of the
one of its two constituent lexemes –say,
of A– and a signified ‘C’[‘X’=‘A⊕C’]
such that the lexeme B expresses ‘C’
contingent on A.

where A is the base, B the collocate, L a lan-
guage, and ‘C’ and ’X’ the meanings of the col-
locate (in this context) and of the collocation, re-
spectively. From this perspective, lexical restric-
tions are more important than the co-occurrence
frequency of the combination, which does not
play any role in this definition (Mel’čuk, 1998).
This theory also proposes the concept of Lexi-
cal Functions (LFs), a tool to represent the rela-
tion between the base and a set of potential col-
locates which convey a given meaning (Wanner,
1996; Mel’čuk, 1996). Thus, using the Magn
LF (which means ‘intensification’) we could de-
fine Magn(breath)=deep and Magn(effort)=great
to respectively represent the collocations deep
breath and great effort.

3.2 Source corpora and annotation

To create our multilingual gold-standard cor-
pus we used three subcorpora of the PARSEME
Shared Task 1.1 (Ramisch et al., 2018). In
this respect, some of the MWEs labeled by the
PARSEME community (namely the light-verb
constructions, LVCs) actually intersect with our
objectives, so we took advantage of these anno-
tations. We selected the test splits for Portuguese
and Spanish (58k and 39k tokens, respectively),
and the train dataset for English (with 53k tokens).
These resources are annotated with Universal De-
pendencies (Nivre, 2015).

Guidelines: We defined specific guidelines for
each collocation type following Mel’čuk (1995).
Besides, we attempted to be compatible with the
PARSEME guidelines with a view to combining
both annotations. Since we use dependency pars-
ing to retrieve candidate collocations, we anno-
tated the following three syntactic patterns, here
exemplified with some of the included LFs:

Verb-object (obj): this collocation type refers
to predicative nouns depending of verbs which
do not contribute to the meaning of the com-
bination (Oper1: fazer aparição; ‘[to] appear’
in Portuguese), express causation (CausOper1:
conceder autorización; ‘[to] give permission’ in
Spanish) or a particular meaning with this specific
base (NonStandard: [to] shake hands). Most of
these cases were covered by the LVC category in
the PARSEME guidelines, so besides annotating
some new collocations, we revised each LVC and
added their LFs.

Adjective-noun (amod): in these colloca-
tions the adjective may express the meaning
of ‘intensification’ (Magn: excelente calidad,
‘excellent quality’ in Spanish), or ‘attenuation’
(AntiMagn: baixo rendimento; ‘low perfor-
mance’ in Portuguese), convey a positive or neg-
ative evaluation of the speaker (Bon: great film,
AntiBon: dura realidade; ‘harsh reality’ in Por-
tuguese), or have a specific sense when modifying
the noun (NonStandard: agua dulce; ‘fresh wa-
ter’ in Spanish).

Nominal compounds (nmod and compound):
in a nominal compound, the head of the relation
may express the concept of ‘head of a collective’
(Cap: police chief ), ‘a part of’ (Sing: membro
[do] grupo; ‘group member’ in Portuguese), or of
a ‘set’ or the ‘totality’ of the dependent (Mult:
ramo de rosas; ‘bouquet of roses’ in Spanish).

Procedure: To carry out the annotation pro-
cess, we first extracted every instance of the
target relations (obj, amod, nmod, and com-
pound) from the source corpora, then organized as
base;collocate;relation lemmatized triples. This
process generated 12, 496 candidates (≈ 5k amod,
≈ 3, 5k nmod/compound, and ≈ 4k obj).

Using these data, all the triples were arranged
into nine sheets (one per language and dependency
relation) including for each candidate a link to an
automatically generated HTML page with actual
examples from the corpora.

Then, a group of three experts revised the candi-
dates on the sheets, classifying each combination
as collocation, non-collocation, or doubt. After
that, a final sheet for each relation and language
was generated, with the most frequent label for
each combination. The dubious cases (those with
more than one doubt, or with total disagreement
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between the annotators) were revised and classi-
fied by the whole team of language experts.

Finally, the gold annotations were added to
the initial corpora and transferred to WebAnno
(Eckart de Castilho et al., 2016). Then, we used
this tool to correct some special cases (e.g., collo-
cations including internal MWEs) and to perform
a general revision of the corpora before converting
the WebAnno data into the final .conllu format.

3.3 Final resources and results

From the initial ≈ 12.5k unique dependency
triples, the annotation process yielded a total of
1, 394 collocations (≈ 11%). The amod pattern
was the most productive one (620 different ex-
amples) followed by obj (579). Nominal com-
pounds were the less frequent type, with 195 la-
beled collocations. The multi-k inter-annotator
agreement (Davies and Fleiss, 1982) produced val-
ues between k = 0.37 (nmod) and k = 0.71 (obj).
During the annotation process, 447 combinations
were marked as doubt, and out of these, 260 were
finally considered collocations by the language ex-
perts. Even if we do not make explicit use of lex-
ical functions in this paper, it is worth mentioning
that the collocations in these final corpora are la-
beled using 60 LFs, which may be useful to eval-
uate extraction and classification strategies (Wan-
ner et al., 2016; Rodrı́guez-Fernández et al., 2016;
Kolesnikova and Gelbukh, 2018).

4 Evaluation

This section describes the experiments carried out
to evaluate the performance of the different AMs
in our gold-standard corpora.

4.1 Data

From the above presented gold-standard corpora
we used the 12.5k dependency triples of the three
syntactic patterns as testing data to assess the im-
pact of different AMs. The labeled collocations
were used as true positives and the rest of the ex-
amples as true negatives. Since the size of our
data (≈ 155k) is not enough to extract statistical
data for the computation of suitable association
values, we compiled three corpora (one per lan-
guage) with about 100 million tokens each. These
reference corpora were used to obtain the statis-
tical values of the 12.5 triples. With a view to
obtain comparable results, we created these cor-
pora in an analogous way. Thus, each of them

contains 50 million tokens from Wikipedia, 20
million from the Europarl corpus (Koehn, 2005),
10 million from OpenSubtitles (Lison and Tiede-
mann, 2016), and a set of 20 million tokens formed
by news, web pages, and small corpora from the
Universal Dependencies 2018 and PARSEME 1.1
shared tasks (Zeman et al., 2018; Ramisch et al.,
2018). The texts were tokenized, PoS-tagged and
lemmatized by LinguaKit (Gamallo et al., 2018),
and parsed by UDPipe, a state-of-the-art depen-
dency parser based on neural networks (Straka and
Straková, 2017). We used the Universal Depen-
dencies formalism, which yielded the best results
in a similar comparison (Uhrig et al., 2018), train-
ing the models with the 2.3 version of the UD tree-
banks (Nivre et al., 2018).

4.2 Experiments

Besides raw frequency, we have evaluated eleven
association measures which have been used for
both dependency and ngram-based collocation ex-
traction. As symmetric measures we used simple-
ll, t-score, z-score, (pointwise) mutual informa-
tion (MI), MI2, Dice, log-likelihood, and χ2 (Ev-
ert, 2008; Pecina, 2010). Also, we have in-
cluded two directional AMs which have been pro-
posed to model the asymmetry of collocations (see
Section 3.1): DeltaP (Gries, 2013) in both di-
rections (∆P(base|collocate), and ∆P(collocate|base)),
and NPMIc (Carlini et al., 2014). See Tables 3
and 4 in Appendix A for the equations.

For each language and collocation pattern, we
computed precision and recall values for ev-
ery AM and plotted them into two dimensional
precision–recall (PR) curves. PR curves allow us
to compare the performance of the different mea-
sures, by looking at those curves closer to the
top-right corner. Figure 1 includes two exam-
ples of different PR curves in English and Por-
tuguese (where x-axis is recall and y-axis preci-
sion). These graphics are useful to rapidly observe
those measures that are clearly better than others
(i.e., they have higher precision in most recall val-
ues), but the visualization may be ambiguous if
the curves cross each other along the plot (in those
AMs which are better than others only in specific
recall intervals).

To provide comparable results for the differ-
ent scenarios we computed two single values in
each experiment: area under curve (AUC), which
measures the area below each PR curve (Davis
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(a) Micro-average PR curves in the English corpus. (b) Micro-average PR curves in the Portuguese corpus.

Figure 1: Precision-recall (y- and x-axis) curves for different AMs in English and Portuguese. Except for the best
and worse measures (frequency and MI), Figures 1a and 1b include different AMs to facilitate the visualization.

Figure 2: Area under curve results (micro-average) for
each language.

and Goadrich, 2006), and mean average precision
(MAP), which represents the mean of the preci-
sion in each recall value (Pecina and Schlesinger,
2006; Pecina, 2010). Following Pecina we com-
puted MAP in the recall interval 〈0.1, 0.9〉.

First, we will show the micro-average results of
each AM per language, followed by the results for
each dependency relation. Finally, we will also
present the AUC and MAP values for each lan-
guage and relation.

4.3 Results

As mentioned, Figure 1 contains the precision-
recall curves for different AMs in English (1a) and
Portuguese (1b). To guarantee a proper visualiza-
tion we included only seven AMs in each plot: in
both cases we drew the best and worse measures

Figure 3: Area under curve results (macro-average us-
ing the data of the three languages) for each depen-
dency relation.

(frequency and MI, respectively), and five differ-
ent curves for English and Portuguese.

In both cases, the best results were obtained
by those AMs which promote recurrent combina-
tions, such as the raw frequency or t-score, and
the lowest ones by mutual information (which
tends to assign high values to low-frequency can-
didates). A deeper analysis of the curves in the
three languages allowed us to define three groups
of AMs: (i) those with better PR curves, including
frequency, t-score, log-likelihood, χ2, and simple-
ll; (ii) another set with intermediate values (MI2,
z-score, ∆P(c|b), and Dice); and (iii) three mea-
sures which produced lower results in most cases:
NPMIc, ∆P(b|c), and MI. Even if this classifica-
tion varies in some scenarios, the average results in
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the three languages seem to confirm this tendency.

In Figure 2 it can be seen the micro-average
AUC results for each language, with a clearer and
more comparable visualization of the behaviour of
the evaluated AMs in each language.

The next experiment was carried out to com-
pare the performance of the AMs in each depen-
dency relation. Figure 3 contains the AUC re-
sults for each pattern. On the one hand, these
values show that the results are quite different in
each dependency relation. In this respect, verb-
object combinations were those more accurately
extracted, while the quality of the nmod extrac-
tions were much lower than both obj and amod
(with intermediate results). On the other hand,
Figure 3 also shows that the previously referred
groups of AMs follow the same tendency in this
evaluation as well.

Finally, Tables 1 and 2 display the AUC and
MAP values for each relation and language. Over-
all, the AUC results follow the above mentioned
tendencies. For verb-object collocations raw fre-
quency obtained the best results in the three lan-
guages, followed by χ2 (in Portuguese and Span-
ish), and by t-score in English. In amod and nmod
patterns, however, there are some differences in
those measures with higher results. Thus, amod
candidates were better ranked by simple-ll in En-
glish, while χ2 was the best AM in the Portuguese
data. For nmod, frequency, t-score, and simple-ll
obtained the best numbers in English, Portuguese,
and Spanish, respectively. Apart from these vari-
ations in the highest-ranked measures, it is worth
mentioning that the Dice coefficient had better re-
sults than χ2 in the classification of nmod combi-
nations in Portuguese and Spanish.

The mean average precision (Table 2) produced
a different ranking of the AMs with regard to the
previous evaluation. First, it is important to note
that Dice has the best macro-average MAP val-
ues, achieving the first position in three scenarios
(obj collocations in Portuguese and Spanish, and
nmod in Spanish). Raw frequency performed bet-
ter than Dice in five cases, but with low results
in Portuguese with the obj dataset. Even though
the best measures are basically the same (with the
exception of Dice), the intermediate and lowest
results differ from the AUC values: z-score gets
worse macro-average numbers than the other mea-
sures, while MI obtains better results, specially in
obj in Portuguese and Spanish. Regarding the di-

rectional measures, both ∆P variants get lower re-
sults, while NPMIc shows a good performance
when compared to its AUC numbers.

5 Discussion

To make a better interpretation of the previous fig-
ures, this section discusses the most interesting re-
sults provided by the performed experiments.

First, when compared to the values provided by
other studies, the low precision obtained in our ex-
periments is striking. As an example, MAP values
in Pecina (2010) surpass 0.65, while the best av-
erage results in our tests were of about 0.30. In
this regard, we consider that the different concept
of collocation of both studies lead to critical dif-
ferences in the results, as pointed in Section 2.
For instance, the annotators of the referred study
(Pecina, 2010) considered collocations some ex-
pressions not covered by our data, such as idioms,
phrasal verbs, or terms, with more than 20% of
true collocations (versus the 11% of our corpus).
Other papers which use diverse corpora also obtain
different results depending on the gold-standard
(Evert et al., 2017). Apart from that, and as Fig-
ure 2 and Tables 1 and 2 refer, there are evident
differences among the collocation patterns, so di-
rect comparisons should take this fact into ac-
count. Specially in nmod, the low results might be
due to our restrictive annotation guidelines, which
caused that only 5.5% of the candidates were la-
beled as collocations (versus 14.6% and 12.6% in
obj and amod, respectively). As pointed out in
Section 3.3, the inter-annotator agreement in this
particular relation was also the lowest one.

Despite the divergences among the dependency
relations, the average results per language did not
show evident variations with respect to the eval-
uated AMs. Small differences occur, however,
inside each of the three mentioned groups. For
instance, log-likelihood and MI2 work better, re-
spectively, than χ2 and ∆P(c|b) in English, while
Portuguese had the opposite tendencies in both
cases.

With regard to the directional measures, our ex-
periments showed that, in spite of the asymmetric
structure of collocations, symmetric measures pro-
duced, on average, better results. The low values
of ∆P(b|c) are somehow expected because this AM
encodes the directionality from the collocate to the
base, and not the other way around as the theoreti-
cal descriptions of collocations propose. However,
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English Portuguese Spanish macro
obj amod nmod obj amod nmod obj amod nmod avg

frequency 0.470 0.215 0.094 0.424 0.198 0.123 0.507 0.172 0.128 0.259
t-score 0.415 0.228 0.092 0.373 0.171 0.134 0.461 0.168 0.146 0.243

log-likelihood 0.403 0.228 0.084 0.357 0.172 0.122 0.465 0.160 0.149 0.238
χ2 0.372 0.216 0.071 0.374 0.202 0.103 0.466 0.167 0.120 0.232

simple-ll 0.385 0.230 0.085 0.334 0.170 0.121 0.455 0.159 0.150 0.232
MI2 0.307 0.184 0.048 0.270 0.129 0.098 0.411 0.125 0.125 0.189

z-score 0.266 0.183 0.046 0.239 0.123 0.096 0.374 0.122 0.125 0.175
Dice 0.242 0.199 0.060 0.213 0.127 0.105 0.356 0.122 0.138 0.174

∆P(c|b) 0.230 0.180 0.027 0.288 0.144 0.082 0.313 0.147 0.090 0.167
NPMIc 0.148 0.160 0.023 0.189 0.111 0.071 0.212 0.108 0.088 0.123
∆P(b|c) 0.151 0.151 0.038 0.153 0.107 0.078 0.229 0.086 0.102 0.121
MI 0.105 0.141 0.020 0.129 0.098 0.063 0.151 0.080 0.081 0.096

Table 1: Area Under Curve (AUC) results for each language and collocation pattern, sorted by macro-average.
Numbers in bold are the best results of each column.

English Portuguese Spanish macro
obj amod nmod obj amod nmod obj amod nmod avg

Dice 0.318 0.217 0.078 0.478 0.130 0.131 0.540 0.134 0.157 0.243
frequency 0.496 0.230 0.098 0.245 0.225 0.112 0.406 0.188 0.163 0.240

χ2 0.310 0.215 0.047 0.300 0.194 0.110 0.403 0.160 0.131 0.208
t-score 0.273 0.234 0.057 0.328 0.168 0.100 0.414 0.164 0.114 0.206

log-likelihood 0.280 0.219 0.048 0.334 0.174 0.084 0.352 0.148 0.090 0.192
MI2 0.246 0.190 0.042 0.256 0.136 0.096 0.358 0.126 0.119 0.174

NPMIc 0.153 0.170 0.025 0.280 0.117 0.110 0.390 0.113 0.131 0.165
simple-ll 0.273 0.220 0.049 0.142 0.173 0.073 0.295 0.147 0.113 0.165
MI 0.110 0.149 0.021 0.305 0.100 0.129 0.391 0.083 0.138 0.158

∆P(c|b) 0.275 0.187 0.030 0.193 0.157 0.075 0.217 0.171 0.094 0.156
∆P(b|c) 0.190 0.145 0.046 0.218 0.096 0.094 0.292 0.073 0.120 0.142
z-score 0.206 0.189 0.039 0.130 0.128 0.068 0.157 0.123 0.087 0.125

Table 2: Mean Average Precision (MAP) results for each language and collocation pattern, sorted by macro-
average. MAP values were computed in the recall interval 0.1–0.9. Numbers in bold are the best results of each
column.

both ∆P(c|b) and NPMIc achieved low results
when compared to symmetric measures such as t-
score or log-likelihood. With respect to NPMIc,
it is worth pointing that, as in Carlini et al. (2014),
its results are better than MI (but lower, however,
than its variant MI2). A qualitative analysis of
the data shows, for instance, that ∆P(c|b) promotes
non collocations such as separate [a] property
(obj), contemporary house (amod), or freedom in-
terval (nmod), while ranks very low combinations
such as the verb-object collocations pay [a] trib-
ute or make [a] mistake, the adjective-noun wide
variety, or the nmod example cup [of] coffee.

Apart from the previous observations, the most
relevant result when compared to similar evalua-

tions is the impact of raw frequency in the rank-
ing of candidate collocations. In Krenn and Evert
(2001) the best values were achieved in most cases
by t-score and by frequency, but in other studies
such as Evert et al. (2017), frequency-based ex-
tractions had only better results than MI (and than
∆P variants in some cases). In our data, how-
ever, candidates ranked by frequency were those
with the best results (except in a few cases, see
Tables 1 and 2). In this respect, Figure 4 shows
an overview of the frequency versus MI distribu-
tion of both collocations and non collocations in
our gold-standard. This graph indicates that most
collocations have less than 3, 000 occurrences in
our reference corpora. More interesting, frequen-
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Figure 4: Frequency versus mutual information of
both collocations and non collocations in the three lan-
guages. Statistics are computed using the data from the
reference corpora.

cies higher than≈ 200 are those with a better ratio
between true positives and true negatives, while in
low frequent combinations most candidates were
not considered collocations. When looking at the
data, one can see that frequent (non collocational)
combinations such as find [a] way or do [a] thing
appear on the top positions, while less recurrent
collocations (e.g., give [a] shrug, or crude inten-
sity) are not promoted due to their low frequency.

In order to delve deeper in the frequency impact
we selected, from each reference corpus, the 10
most frequent combinations of each syntactic pat-
tern and classified them into four categories: free
combinations, collocations, idioms, or other. In
verb-object and adjective-noun patterns, most can-
didates were classified as collocations (80% in obj,
and ≈40% in amod, which presents a wider dis-
tribution). However, 60% of nominal compounds
were classified as free combinations, 30% as id-
ioms, and only 10% as collocations. This brief
evaluation shows that, even if the use of raw fre-
quency is not enough to carry out an accurate
extraction of collocations, these data are useful
to identify some types of collocations. Despite
frequency-based extraction (and also other mea-
sures which promote recurrent candidates) identi-
fies recurrent free combinations and ignores true
but infrequent collocations, those top-ranked can-
didates are not especially noisy (except for nmod),
so they may be a good starting point for further
annotation. In this respect, it is important to note,
as referred by studies such as Lin (1999), Seretan
and Wehrli (2006), or Evert (2008), that these ob-
servations are especially relevant for dependency-

based collocation extraction, which only selects as
candidates those pairs of lemmas with a particu-
lar POS-tag which are related by specific syntactic
relations. Other extraction strategies, using for in-
stance ngrams of tokens, are more sensible to the
effects of different AMs, because they often do not
include the referred morphosyntactic and syntac-
tic constraints which reduce the the noisy data. It
is worth mentioning, however, that other experi-
ments where co-occurrence frequency had a deci-
sive impact also made use of syntactic information
by means of constrained lexico-syntactic patterns
(Krenn and Evert, 2001; Evert and Krenn, 2001).

In sum, the analyses carried out in this paper
point out that frequency information plays an im-
portant role in dependency-based collocation ex-
traction. Nevertheless, the results also showed that
the precision of both frequency and other AMs is
not enough to automate the identification of collo-
cations, so other strategies should be utilized. Fi-
nally, our evaluation have also shown that most
AMs behave similar in the three evaluated lan-
guages, but also that each syntactic pattern reacts
differently to the various AMs. In this regard, it
would be interesting to apply specific AMs for
different relations and frequency folds, aimed at
identifying low-frequency cases (Evert and Krenn,
2001). Apart from that, combining different AMs
(Pecina and Schlesinger, 2006; Pecina, 2010), and
using semantic compositionality to identify idioms
and other non collocation candidates might be use-
ful to improve the unsupervised extraction of col-
locations from corpora (Cordeiro et al., 2019).

6 Conclusions and Further Work

In this paper we have performed an evaluation
of the impact of different statistical measures on
the automatic extraction of dependency-based col-
locations in different languages. To carry out
these experiments, we annotated gold standard
corpora containing 1, 394 unique collocations in
English, Portuguese, and Spanish. The annota-
tion was done by means of syntactic dependencies,
and each collocation was enriched with its lexical
function in the Meaning-Text Theory.

We have compared 12 statistical measures, both
symmetric and directional, which have provided
interesting results. First, it has been shown that
the average performance of each association mea-
sure is similar in the three evaluated languages.
Second, each dependency-based pattern (specially
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nmod combinations) reacts differently with re-
spect to the various measures. Third, the 12
measures can be grouped in three different clus-
ters regarding their behavior in the precision-recall
curves. Fourth, in spite of the asymmetric struc-
ture of collocations, symmetric measures achieve
better results than the directional ones. And fi-
nally, the results of our experiments indicate that,
in syntax-based collocation extraction, raw fre-
quency performs as well as the best AMs.

The results also confirm that single association
measures are not enough to successfully extract
collocations from corpora, so further work can be
focused on the combinations of statistical informa-
tion from different measures. In this respect, dis-
tributional approaches that automatically classify
MWEs regarding its compositionality may be also
useful to filter out non collocational expressions
from the extracted candidates.
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Igor Mel’čuk. 1996. Lexical functions: a tool for the
description of lexical relations in a lexicon. In Leo
Wanner, editor, Lexical Functions in Lexicography
and Natural Language Processing, volume 31 of
Studies in Language Companion Series, pages 37–
102. John Benjamins Publishing.
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A Appendices

collocate ¬collocate
base O b = B
¬base c D = d2

= C = d1 = N

Table 3: Contingency table for base–collocate combi-
nations. Occurrences are computed only in dependen-
cies with the target syntactic relation.

simple-ll 2(O · logO
E − (O − E))

t-score O−E√
O

z-score O−E√
E

MI log2
O
E

MI2 log2
O2

E

Dice 2·O
B+C

log-
likelihood

2
∑
ij
Oijlog

Oij

Eij

χ2
∑
ij

(Oij−Eij)
Eij

NPMI?c
MI
−log C

N

∆P(c|b)
O
B −

c
d2

∆P(b|c)
O
C −

b
d1

Table 4: Association measures compared in this this
paper. E means expected frequency (E = BC

N ).

?Following Carlini et al. (2014) NPMIc was com-
puted using the natural logarithm instead of log2.
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