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Abstract

This article describes a system aimed at searching for word similarity over differ-

ent time periods. The strategy is based on distributional models obtained from

a chronologically structured language resource, namely Google Books Syntac-

tic Ngrams. The models were created using dependency-based contexts and

a strategy for reducing the vector space, which consists of selecting the more

informative and relevant word contexts. A quantitative evaluation of the dis-

tributional models was performed. The linguistic data are stored in a NoSQL

DB, which is provided with a Web interface allowing linguists to analyze the

meaning change of Spanish words in written texts across time.

Keywords: natural language processing, diachronic semantics, distributional

semantics, language change

1. Introduction

From a synchronic perspective, the relation between the form and the mean-

ing of any word is permanent. Language speakers cannot change or modify such

a relation because in that case, language communication would not be possible.

However the form-meaning relationship is not immutable from a diachronic or5

historical perspective. Words are being given new meanings or senses and losing

other ones across time. For instance, the word plastic, which derives from the

Latin word plasticus and the Greek one plastikos, appears in English as early

as the 1600’s, used as an adjective to relate to something that could be easily

molded or shaped. However, in the 20th century, this word was provided with10
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a new nominal sense referring to a new material consisting of synthetic organic

compounds that are malleable and can be molded into solid objects. The two

senses coexist as separate (even if somehow related) meanings for the same word

form.

Frequency-based methods (such as Google Trends or Google Books Ngram15

Viewer search engines) are useful for finding words whose use significantly in-

creases or decreases during a specific period of time, but they do not allow

language experts to detect semantic changes, such as those mentioned above.

Taking the above into account, our objective is to describe a methodology

based on distributional semantics and natural language processing to design20

and build a system which can be used by linguists and other researchers in the

Humanities to identify, analyse and explain the semantic changes undergone

by words in a specific period of time. Distributional semantics is a theory of

meaning which is computationally implementable. Word meaning is represented

as a vector containing the set of contexts in which the word occurs. So, the25

notion of word meaning is derived from the distribution of the word’s contexts

and the term distributional semantics is often used to describe the vector space

models representing the meaning of words [1].

In our framework, we built a distributional language model on yearly cor-

pora, learned from Spanish Google Books Ngrams, so as to obtain word vectors30

for each year from 1900 to 2009. Then, we compared the pairwise similarity

of word vectors for each year and inserted this information in a non structured

database. Finally, we implemented a web interface to provide researchers with

a tool, called Diachronic Explorer, to search for semantic changes. Diachronic

Explorer offers different advanced searching techniques and different visualiza-35

tions of the results. In this article, we will describe the methodology used to

build this distributional-based diachronic tool.

The main contribution of our proposal is the design of a distributional-based

system to deal with semantic changes across historical Spanish texts. Even

though similar distributional approaches exist for English, our proposal is the40

first piece of work to use this technique for Spanish. Although the Spanish
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n-grams are based on much smaller corpora than the English counterpart, the

experiments described later in the paper demonstrate that the Spanish corpus is

still large enough to build meaningful distributional models for each year since

1900. In addition, we have provided the Hispanic community with a useful tool45

to convey out linguistic research. The system is open source1 and includes a

web interface2. To the best of our knowledge, this is the first unrestricted web

search tool to explore diachronic evolution of meaning for any language.

The rest of the article is organized as follows. This introduduction is followed

by an overview of related work in Section 2. In Section 3 we describe the50

strategy we use to construct distributional semantic models. Then, in Section 4

we outline our specific proposal to design a system for searching for semantic

changes across time. Next, in Section 5, we evaluate the distributional models

by measuring their performance in word similarity tasks. And finally, we address

the main conclusions and possible future work in Section 6.55

2. Related Work

In recent years, we have observed an increasing number of quantitative-based

works on diachronic linguistics and semantic/grammatical change, in addition

to more theoretical studies. This is motivated by the growing number of new

digitized historical corpora as well as the availability of natural language pro-60

cessing tools.

Liberman et al. [2] used quantitative methods for analysing grammatical

change. They showed the relationship between frequency and morphological

change in the past tense of English verb forms. For this purpose, the authors

analyzed the irregular verbs of the last 1200 years. This quantitative-based65

diachronic analysis tried to demonstrate that the change from an irregular verb

form to the regular one (-ed) is related with frequency: an irregular verb used

1https://github.com/citiususc/explorador-diacronico
2https://tec.citius.usc.es/explorador-diacronico/index.php
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100 times less than another one will start to be used with the regular form 10

times faster.

Sagi et al. [3] analyze the distribution of words over time in order to identify70

specific types of meaning change, focusing on the widening and narrowing of

meaning. They use the notion of density within a vector space to find semantic

changes. The higher the density, the lesser the probability of semantic change.

It is worth noting that this evluation is more qualitative than quantitative,

concerning just a few English examples.75

Wijaya and Yeniterzi [4] use English Google Books Ngrams to generate yearly

distributional models, in a very similar way to what we did. The difference is

that their objective is to automatically find the period where word meaning

changes. For this purpose, word vectors are classified in clusters. If two vectors

of the same word in two consecutive years are found in different clusters, then80

one may infer that its meaning changed at that time. A similar work is described

by Gulordava and Baroni [5], but they are focused on finding meaning change

with regard to two specific time periods (1960-64 and 1995-99). As in the

previously cited work, they claim that if a word has low similarity to itself in

the two periods then its meaning could have changed. They found that 1.6%85

of words with low similarity may have undergone semantic change. Besides,

they found a relation between semantic change and frequency: more frequent

words tend to change in meaning. Jatowt [6] also uses Google Books Ngrams

to build yearly distributional models. However, they are based on different

strategies: unordered bag-of-words, ngrams, and LSA. Besides analyzing the90

evolution of word meaning through time, he also studies changes in polarity

(sentiment orientation). With similar objectives, Kim et al. [7] train neural

models from Google Books Ngrams and implement algorithms for change point

detection. So they try to generalize the process of identifying meaning change

by applying the method to whatever historical point instead of being focused95

on a specific time period as in the works cited above.

Finally, Hamilton [8] applies neural methods which are similar to those de-

scribed in [7], but with the objective of defining a methodology for quantifying
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semantic change on the basis of four languages: English, French, German, and

Chinese. The historical analysis across the four languages led to the proposal of100

two statistical “laws” that govern the evolution of word meaning. First, the law

of conformity states that rates of semantic change scale with a negative power

of word frequency, that is, frequent words have meanings that are more stable

over time. Secondly, the law of innovation states that polysemous words have

significantly higher rates of semantic change.105

Besides the recent automatic approaches to the study of meaning change, this

subject has been studied deeply since the XIX century in the field of Linguistics.

We think that automatic strategies such as those introduced above should be

accompanied by linguistic studies, carried out by experts with the help of high-

level semantic tools. For this purpose, we built Diachronic Explorer, which may110

help linguists find meaning changes over large and chronologically organized

text corpora. Unlike the work cited above, our system works with Spanish, uses

syntactic ngrams (Sec: 3.3), and is based on a filtering strategy (Sec: 3.2) to

build distributional models.

3. Distributional Semantic Models115

3.1. Count-Based Models and Embeddings

The distributional hypothesis states that words appearing in similar contexts

are semantically similar [9]. Distributional methods based on natural language

processing and information extraction learn a semantic model in which words

are represented as vectors of contexts from a large corpus. Those vectors are120

proxies for word meaning representations that can be measured and compared

in order to acquire the semantic similarity between words.

Distributional methods differ mainly in the way the word space model is

built: count-based approaches and neural-based embeddings are two of the

most popular strategies. The former strategy collects context vectors and then125

reweighes them based on some association measure (e.g. log-likelihood, mu-

tual information, PMI, etc). As word distributions give rise to sparse matrices,
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these count-based strategies make use of dimensionality reduction techniques

such as singular value decomposition (SVD) or context filtering [10]. More re-

cently, other strategies based on neural-network language modeling have been130

proposed to represent words [11]. These methods give weight to vectors so as to

optimally predict the contexts in which the corresponding words tend to appear.

Since similar words occur in similar contexts, the system learns to naturally as-

sign similar vectors to similar words [12]. These efficient representations are

known as word embeddings or predictive models.135

There is some controversy about the performance of the different types of

word space models when they are applied to specific natural language tasks.

Even if word embeddings have gained popularity in recent years, some re-

searchers showed that there are no significant differences between count-based

models and embeddings when applied to tasks such as word similarity discovery140

[13, 14]. In addition, count-based sparse vectors can also be represented in an

efficient way on the basis of hashing functions whose keys are word-context pairs

and their values are non-zero scores [10].

3.2. A Count-Based Model with Context Filtering

The method we use to build the historical semantic track of Spanish words is145

a count-based approach with context filtering. This method allows us to build

an explicit model of word meanings. Their performance and efficiency are com-

parable to predictive strategies [10, 14]. Also, explicit models are transparent

for linguists and fully interpretable, unlike embeddings which transform con-

texts into opaque dimensions and weights. The full interpretation of contexts150

in an explicit model is a very strong motivation to use count-based approaches

in digital humanities projects. Any linguist required to study and analyze the

similarity between two words can easily check the more relevant contexts they

share. This linguistically transparent information is hidden in word embeddings.

Given the Zipf-law distribution of words in a corpus, all word-context ma-155

trices are sparse. When storing and manipulating large sparse matrices, it is

very useful to store only non-zero values in a hash table where keys are word-
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context pairs [10, 14]. Following Gamallo and Bordag [10], we claim that it is

not necessary to reduce the dimensionality of the entire vector space. Instead of

representing the whole word space model as a full matrix (with n2 being required160

storage space), it could be represented in such a way that a vector uses only

as much memory as non-zero entries are in it. Zero values are easily induced,

or rather assumed, later by the algorithm used to compute vector similarity.

An efficient storage mode for a sparse matrix is a hash table with a key-value

representation. Keys are structured as a two-dimensional array, containing only165

row-column pairs with non-zero values. Like in a matrix structure, hashes also

allow access to any arbitrary element in a constant amount of time by means

of using a hash function that, given a key, computes the address of the value

stored for that key.

To reduce the number of keys in a hash table representing word-context170

co-occurrences, we apply a technique to filter out contexts by relevance. The

compressing technique consists of computing an association measure between

each word and their contexts (for instance, log-likelihood, mutual information,

or PMI). Considering the experiments performed in [15], we use log-likelihood as

an association measure [16]. Then, for each word, only the R (relevant) contexts175

with highest log-likelihood scores are kept in the hash table. The top R contexts

are considered to be the most relevant and informative for each word. R is a

global, arbitrarily defined constant whose usual values range from 10 to 1000

[17]. However, this value can be computed by selecting a proportion over the

total number of dependency contexts. In our work, R =
√
‖C‖, where ‖C‖ is180

the total number of different contexts in the corpus. In short, we keep the R

most relevant contexts for each target word.

A filtered model is then based on selecting the most relevant context per

target word. It is an explicit representation readable by humans. Methods based

on dimensionality reduction and embeddings, by contrast, make the vector space185

more compact with dimensions that are not transparent in linguistic terms.

The filtering-based approach turned out to be as efficient as other strategies

based on dimensionality reduction such as SVD [10].
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3.3. Syntax-Based Contexts

Another important element of distributional models is the type of context190

used to represent word distributions. The contexts of words can be based on

their sequential order in the sentence (bag-of-words) or on their respective po-

sition in a syntactic parse tree. The different contextual words identified by

syntactic-based techniques may be far apart from the target word in the sen-

tence, yet close to it syntactically. Previous work comparing different types195

of contexts showed that syntax-based (usually dependencies) methods outper-

form bag-of-words strategies [18, 19, 20, 21], in particular when the objective

is to compute semantic similarity between functional equivalent words, such as

detection of co-hyponym/hypernym word relations (i.e. near synonymy).

The syntax-based context used in this work is derived from syntactic depen-200

dencies defined in [22]. Dependency parsing is a natural choice, as it emphasizes

individual words and explicitly models the connections between them. Depen-

dency parse trees contain binary relationships between words in the same sen-

tence. More precisely, binary dependencies are extracted from ngrams (n ≤ 5)

annotated with POS tags and dependency relations. Content-words, which are205

meaning bearing elements, are distinguished from functional markers (or non-

content words), which do not carry semantic meaning of their own, such as the

auxiliary verb have. Only dependencies between content words are considered.

Figure 1 shows the syntactic analysis of a 5-gram, “John is reading a book”,

and the two binary dependencies extracted from it. We use an arrow that points210

from the head word to the modifier word (e.g., head => modifier) to indicate

a dependency binary relation. Non-content words (e.g. is, a) are syntactically

analysed but they are not considered as semantically relevant binary dependen-

cies.

As the utility of syntactic contexts of words for constructing vector-space215

models of word meaning is well established, we will use word dependencies to

to build our distributional models.
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John is reading a book

NNP VBZ VBG DT NNS

root

nsubj

aux det

dobj

reading => John

reading => book

Figure 1: A syntactic 5-gram which includes two dependency relations for three content words:

John, reading, and book. The determiner and the auxiliary verb are non-content words (linked

with dashed arrows) and therefore are not extracted as relevant dependency pairs.

3.4. Word Similarity

The process of measuring word similarity is based on identifying the contexts

shared by two words. In Equation 1, the similarity Sim between two words, w1220

and w2, is the Cosine coefficient which turned out to be one of the best measures

in distributional semantics [10] :

Sim(w1,w2) =

∑
i

A(w1, ci)A(w2, ci)√∑
j

(A(w1, cj))
2

√∑
k

(A(w2, ck))
2

(1)

where A(w1, ci) is an association measure (e.g. loglikehood) between w1 and

syntactic context ci.

4. The Diachronic Explorer225

We built a system, The Diachronic Explorer, which relies on a set of dis-

tributional semantic models for each year from 1900 to 2009 for the Spanish

language. This semantic resource is stored in a NoSQL database which feeds a

web server used for searching for and visualizing the lexical changes of hundreds

of thousands of Spanish words through time.230
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Figure 2: Architecture of Diachronic Explorer

4.1. Architecture

Figure 2 shows the architecture of The Diachronic Explorer. As input, it

takes a large corpus of dependency-based ngrams to build 110 distributional

models, one per year since 1900 to 2009. Then, Cosine similarity is computed

for all words in each model in order to generate CSV files consisting of pairs of235

similar words. Each word is associated with its N most similar words (where N

= 20), according to the Cosine coefficient. These files are stored in MongoDB

to be accessed by web services which generate different types of word searching.

4.2. Yearly Models from Syntactic-Ngrams

To build the distributional semantic models through time, we made use of the240

dataset based on the Google Books Ngrams Corpus, which is described in detail

in [23]. The whole project contains over 500 billion words (45B in Spanish). The

majority of the content was published after 1900. More precisely, we used the

Spanish syntactic-ngrams from the 2012-07-01 Version 3. The method used to

extract syntactic ngrams was described in [22]. Syntactic ngrams were extracted245

following the strategy defined above in subsection 3.3. Each syntactic ngram

is accompanied by a corpus-level occurrence count, as well as a time-series of

3http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
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counts over the years. The temporal dimension allows inspection of how the

meaning of a word evolves over time by looking at the contexts the word appears

in within different time periods.250

We transformed the syntactic ngrams into distributional ‘word-context’ ma-

trices by using the filtering-based strategy that selects for relevant contexts

(Section 3). A matrix was generated for each year, where each word is repre-

sented as a context vector. The final distributional-based resource consists of

110 matrices (one per year from 1900 to 2009). The size of the whole resource255

is 2,8G, with 25M per matrix on average. Then, the Cosine similarity between

word vectors was calculated and, for each word, the 20 most similar ones were

selected by year4. In total, a data structure with more than 300 million pairs

of similar words was generated, giving rise to 110 CSV files, one per year.

4.3. Data Storage260

We stored data in two ways. First, we stored the distributional models and

the similarity pairs in temporary CSV files. These temporary files are generated

from offline processes which can be executed periodically as the linguistic input

(ngrams) is updated or enlarged with new language sources. Secondly, these

files are imported into a database to make data access easier and more efficient.265

The database system that we chose was MongoDB, which is a NoSQL DB.

This type of database system fits well with the task for two main reasons:

• Our data do not follow a relational model, so we do not need some of the

features that make relational databases powerful, for example, reference

keys or table organization.5270

• NoSQL databases scale really well. Unlike relational databases they im-

4We performed experiments with different values of N (from 1 to 20). Performance grows

in a significant way from 1 to 5, but the curve tends to stabilize at N=20.
5We decided that our data should not be stored based on a relational model as the test

using an unstructured NoSQL database engine has proven to be quicker when applied to the

same queries.
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plement automatic sharding, which enables us to share and distribute data

among servers in the most efficient way possible. So, as the data increase

it will be easy to add a new instance without any additional engineering.

Among the different types of NoSQL databases, we chose MongoDB because275

it is document oriented, which fits very well with our data structure. Besides,

its user and developer community is very strong and active, so it is easy to find

support from them.

4.4. Web Interface

The Diachronic Explorer provides a web interface that offers five different280

ways of making a diachronic search:

Simple: The user enters a target word and selects a specific period of time

(e.g. from 1920 to 1939). Then, the system returns the 20 most similar

terms (on average) within the selected time period. The user can select

a word cloud image to visualize the output. In Figure 3, we show the285

similar words to cáncer (cancer) returned with a simple search in two

different periods: 1900 (a) and 2009 (b). Notice that this word is similar

to common diseases at the beginning of the 20th century —such as peste

(plague) and tuberculosis—, while nowadays it is more similar to more

technical words, such as tumor (tumour) or carcinoma.290

Pairs: The user can carry out the same search but focused on a pair of words.

In this case, the system returns the similarity score obtained for the two

words during a selected period of time. Figure 4 shows the pair search of

two words: ordenador (computer in European Spanish) and computador

(computer in American Spanish). Even if the search was extended to the295

whole period (1900-2009), the two words started to be similar in the mid-

sixties and became fully similar quickly in the seventies with the emergence

of computer science. Notice that the two words are not comparable before

the sixties because there are no occurrences of computador in the Google

Books Ngram corpus before that time.300
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(a) (b)

Figure 3: Similar words to cáncer (cancer) using a simple search in 1900 (a) and 2009 (b)

Track record: As in the simple search, the user inserts a word and a time

period. However, this new type of search returns the specific similarity

scores for each year of the period, instead of the similarity average. In

addition, the system allows the user to select any word from the set of

all words (and not just the top 20) semantically related to the target305

one in the selected time period. Figure 5 shows the similarity record

between plástico (plastic) and two other words vidrio (glass) and musical

(musical), during the period 1950-2009. The similarity score with the

material noun vidrio begins to grow in the sixties at the same time as this

synthetic material gains in popularity. Besides, its relation of similiarity310

with musical decreases because its use as an adjective begins to be much

less common at that time.

Transitive: In this case, the system returns the 20 most similar words after

having computed a new similarity metric: transitivity similarity. This

kind of search is based on transitivity property. To explain the metric,315

let us suppose we are provided with a tree similarity structure at three

levels. The root, i.e. the search word, is at the first level and its 20 most

13



Figure 4: Comparing how similar two full synonyms are, ordenador (computer in European

Spanish) and computador (computer in American Spanish), using the pair search between

1900 and 2009.

Figure 5: Historical record (1950-2009) of the similarity between plástico (plastic) and two

words vidrio (glass, red line) and musical (musical, orange line).
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similar words are at the second one. The third level is also considered

and consists of the words that are similar to those from the second level.

By considering the transitivity property of similarity, we compute a new320

similarity score between the root word (first level) and those found at the

third level. This is done by adding the direct similarity scores and by

normalizing the results. The final values range between 0 and 100.

Cloud: The fifth search option is the classic cloud. It allows the user to generate

a wordcloud with the most similar words related to the search word. As is325

usual in this kind of representation, there are different word sizes. Word

sizes are determined by the similarity level. So the bigger a word is the

strongest its correlation with the search word, while the small ones are

those whose correlation level is lower.

5. Evaluation330

In order to check whether the distributional-based similarity scores generated

using our models are semantically coherent, we evaluated the results from a

sample of models using standard test datasets. The sample consists of selecting

the similarity scores obtained from one distributional model every 10 years from

1900 to 2009. In total, we built a sample containing similarity pairs of 12335

different models to be evaluated. Concerning the test data, as there are not

many resources available for evaluation purposes in Spanish, we used the only

three datasets that, as far as we know, are freely available:

• A translation into Spanish of WordSim-353 [24]. The original dataset

contains 353 word pairs, each one associated with an average of 13 to 16340

human judgments according to its similarity.

• Another translation into Spanish of the standard RG-65 dataset provided

by [25]. The original RG dataset consists of 65 pairs of words collected by

[26], who had them judged by 51 human subjects on a scale from 0.0 to

4.0.345
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Figure 6: Spearman correlation (y-axis) of 12 sample models (from 1900 to 2009) on the three

datasets: RG45-Spanish (RG-S), SemEval-Task2-Spanish (WS-S), and WordSim353-Spanish

(WS-S).

• The Spanish dataset used in SemEval-2017 Task 2 on multilingual words

and multiword similarity [27]. The original dataset consists of 500 pairs

but we only used those pairs that do not contain multiwords, 378 in total.

The test datasets were constructed by asking humans to rate the degree of

semantic similarity between two words on a numerical scale. The performance350

of a computational system was measured in terms of correlation (Spearman)

between the values assigned by humans to the word pairs and the similarity

coefficient assigned by our strategy.

As Figure 6 depicted, the quality of our yearly models does not vary too

much across time. Even if the earlier models tend to be poorer, the difference355

with regard to the latest ones is not very significant. So, the semantic coherence

of all models remains somehow stable through time. Notice the symmetry of

the three tests: models behave in a similar way in the three datasets even if

they are completely different. This makes clear that the test datasets are well

balanced and representative.360
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Table 2 compares the Spearman correlation obtained by our best model

(year 2000) and another comparable model we trained using Word2Vec6. To

train this model, we used a corpus of the same size (about 6 million words) as

the n-grams required to build the year-2000 model. The corpus was extracted

from the Spanish Billion Words Corpus and Embeddings project7. Table 2 also365

compares the results of these two models with the highest scores reached so far

on those datasets in Spanish: [28], [29] and SemEval-2017 Task 2 [27]. However,

comparison between our models and state-of-the-art systems is not fair. First,

the score obtained by Agirre et al. and reported in [29] was not obtained based

on the same RG-Spanish dataset but on a different bilingual English-Spanish370

list based on the original RG dataset. And secondly, our models are very small

matrices if compared with those derived from the large text corpora used in [28],

[29] and SemEval-2017 Task 2 [27]. Our models are very limited in size because

each one was built from texts belonging to a specific year. In spite of this size

limitation, the behaviour of our yearly models can be seen as acceptable since375

they are not very far from the best systems relying on very large corpora. In

particular, our best model is just 3 points below (0.27 vs 0.30) with regard to

the experiment described in [28]. In addition, it is worth noting that our year-

2000 model derived from a medium-size corpus clearly performs better than the

neural-based embeddings trained on a corpus of a similar size.380

In order to check whether our syntax-based models outperform word em-

beddings when both are trained on medium-size corpora, we tested them on a

different task: categorization. Given a set of nominal concepts, the objective

of the task is to group them into natural categories (e.g., cars and motorcycles

should go into the vehicle class, dogs and elephants into the mammal class). To385

perform clustering and evaluation, we used CLUTO toolkit8. Performance is

evaluated in terms of entropy and purity. Small entropy values and large purity

6code.google.com/p/word2vec/
7http://crscardellino.me/SBWCE
8http://glaros.dtc.umn.edu/gkhome/cluto/cluto/download
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System RG-S (ρ) SE-S (ρ) WS (ρ)

Model-2000 0.67 0.42 0.27

Word2Vec-6M 0.33 0.29 0.10

Agirre 2009 0.83 - -

SemEval-17 (best system) - 0.72 -

Etcheverry 2015 - - 0.30

Table 1: Spearman correlation ρ between three Spanish datasets and the rating obtained by

our best yearly model (Model-2000), the word embeddings trained from a 6M Spanish corpus

(Word2Vec-6M), and the state-of-the-art scores in those three datasets. The datasets are the

following: RG45-Spanish (RG-S), SemEval-Task2-Spanish (WS-S), and WordSim353-Spanish

(WS-S).

values indicate good clustering solutions.

We translated two datasets into Spanish and removed multiwords. The first

dataset is the ESSLLI 2008 Distributional Semantic Workshop shared-task set390

(esslli), which contains 44 concepts to be clustered into 6 categories9 The second

one is the Battig (battig) test set introduced by Baroni et al. [30], which includes

83 concepts from 10 categories. The results in terms of both entropy and purity

show that our yearly model clearly outperforms the embeddings acquired from a

corpus with similar size. Moreover, our model is close to the performance of the395

embeddings trained on a much bigger corpus. The results of this last experiment

seems to confirm the previous conclusion: transparent and syntax-based models

perform better that word embeddings when both are acquired from medium size

corpora.

6. Conclusions400

In this article, we have described a system, the Diachronic Explorer, that

allows linguists to analyze the meaning evolution (change or stability) of Spanish

words in written language across time. The system is based on distributional

9http://wordspace.collocations.de/doku.php/workshop:esslli:task
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System esslli batting

entropy purity entropy purity

Model-2000 0.380 0.700 0.151 0.817

Word2Vec-6M 0.545 0.588 0.518 0.480

Word2Vec-1B 0.308 0.725 0.053 0.958

Table 2: Comparing the performance (entropy and purity) in categorization between our

best yearly model (Model-2000) and the word embeddings trained from a 6M Spanish corpus

(Word2Vec-6M). The performance of word embeddings trained on a much bigger corpus with

1 billion words (Word2Vec-1B) is also considered. The two data sets of the experiment are

esslli and batting.

models obtained from a chronologically structured language resource, namely

Google Books Syntactic Ngrams. The models were created using dependency-405

based contexts and a strategy for reducing the vector space, which consists of

selecting the more informative and relevant word contexts.

As far as we know, our system is the first attempt to build diachronic dis-

tributional models for the Spanish language. Besides, it uses NoSQL storage

technology to scale easily as new data is processed, and provides an interface en-410

abling useful types of word searches across time. This is an open source project

that is freely available10.

A future interesting direction of research could involve the use of the system

infrastructure for structuring other types of language variety, namely diastratic

or diatopic variation. Distributional models can be built from text corpora415

organized, not only by diachronic information, but also by social and dialectal

features. For instance, we could adapt the system to search for meaning changes

across different diatopic varieties: Spanish from Argentina, Mexico, Spain, Bo-

livia, and so on. The structure of our system is generic enough to deal with any

type of variety, not only that derived from the historical axis.420

10https://github.com/citiususc/explorador-diacronico
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