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Abstract

This article describes a semantic system
which is based on distributional models
obtained from a chronologically structured
language resource, namely Google Books
Syntactic Ngrams. The models were cre-
ated using dependency-based contexts and
a strategy for reducing the vector space,
which consists in selecting the more infor-
mative and relevant word contexts. The
system allows linguists to analize mean-
ing change of Spanish words in the written
language across time.

1 Introduction

Semantic changes of words are as common as
other linguistic changes such as morphological or
phonological ones. For instance, the word ‘arti-
ficial’ originally meant ‘built by the man’ (hav-
ing a positive polarity), but this word has recently
changed its meaning if used in contrast with ‘nat-
ural’, aquiring in this context a negative polarity.

Search methods based on frequency (such as
Google Trends or Google Books Ngram Viewer
search engines) are useful for finding words whose
use significantly increases —or decreases— in
a specific period of time, but these systems do
not not allow language experts to detect semantic
changes such as the above mentioned one.

Taking the above into account, this demonstra-
tion paper describes a distributional-based system
aimed at visualizing semantic changes of words
across historical Spanish texts.

The system relies on yearly corpora distribu-
tional language models, learned from the Span-
ish Google Books Ngrams Corpus, so as to ob-
tain word vectors for each year from 1900 to 2009.
We compared the pairwise similarity of word vec-
tors for each year and inserted this information in

a non structured database. Then, a web interface
was designed to provide researchers with a tool,
called Diachronic Explorer, to search for seman-
tic changes. Diachronic Explorer offers different
advanced searching techniques and different visu-
alizations of the results.

Even if there exist similar distributional ap-
proaches for languages such as English, German,
or French, to the best of our knowledge our pro-
posal is the first work using this technique for
Spanish. In addition, we provide the Hispanic
community with a useful tool to do linguistic re-
search. The system is open-source1 and includes a
web interface2 which will be used in the Software
Demonstration.

2 The Diachronic Explorer

The Diachronic Explorer relies on a set of distri-
butional semantic models for Spanish language for
each year from 1900 to 2009. This semantic re-
source is stored in a NoSQL database which feeds
a web server used for searching and visualizing
lexical changes on dozens of thousands of Span-
ish words along the time.

2.1 Architecture
Figure 1 shows the architecture of Diachronic
Explorer. It takes as input a large corpus of
dependency-based ngrams to build 110 distribu-
tional models, one per year since 1900 to 2009.
Then, Cosine similarity is computed for all words
in each model in order to generate CSV files con-
sisting of pairs of similar words. Each word is as-
sociated with its N (where N = 20) most similar
words according to the Cosine coefficient. These
files are stored in MongoDB to be accessed by web

1https://github.com/citiususc/
explorador-diacronico

2https://tec.citius.usc.es/
explorador-diacronico/index.php
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Figure 1: Architecture of Diachronic Explorer

services which generate different types of word
searching.

2.2 Yearly Models from Syntactic-Ngrams
To build the distributional semantic models along
the time, we made use of the dataset based on
the Google Books Ngrams Corpus, which is de-
scribed in detail in Michel et al. (2011). The
whole project contains over 500 billion words
(45B in Spanish), being the majority of the con-
tent published after 1900. More precisely, we used
the Spanish syntactic n-grams from the Version
2012/07/01.3 Lin et al. (2012) and Goldberg and
Orwant (2013) describe the method to extract syn-
tactic ngrams. Each syntactic ngram is accom-
panied with a corpus-level occurrence count, as
well as a time-series of counts over the years. The
temporal dimension allows inspection of how the
meaning of a word evolves over time by looking
at the contexts the word appears in within differ-
ent time periods.

We transformed the syntactic ngrams into dis-
tributional ‘word-context’ matrices by using a
filtering-based strategy that selects for relevant
contexts (Gamallo, 2016; Gamallo and Bordag,
2011). A matrix was generated for each year,
where each word is represented as a context vector.
The final distributional-based resource consists of
110 matrices (one per year from 1900 to 2009).
The size of the whole resource is 2,8G, with 25M
per matrix in average. Then, the Cosine similar-
ity between word vectors was calculated and, for
each word, the 20 most similar ones were selected
by year. In total, a data structure with more than
300 million pairs of similar words was generated,
giving rise to 110 CSV files (i.e., one file per year).

3http://storage.googleapis.com/books/
ngrams/books/datasetsv2.html

2.3 Data Storage

We use two ways for storing data. First, we
store the distributional models and the similar-
ity pairs in temporal CSV files. These temporal
files are generated from offline processes which
can be executed periodically as the linguistic in-
put (ngrams) is updated or enlarged with new lan-
guage sources. Second, the similarity files are im-
ported in a database to make the data access more
efficient and easier.

The database system that we chose was Mon-
goDB, which is a NoSQL DB. This type of
database system fits well with the task because of
two main reasons:

• Our data do not follow a relational model,
so we do not need some of the features that
make the relational databases powerful, for
example, reference keys or table organiza-
tion.

• NoSQL databases scale really well. Un-
like relational databases they implement au-
tomaric sharding, which enables us to share
and distribute data among servers in the most
efficient way possible. So, as the data in-
crease it will be easy to rise up a new instance
without any additional engineering.

Among the different types of NoSQL databases,
we chose MongoDB because it is document ori-
ented, which fits very well with our data structure.

2.4 Web Interface

The Diachronic Explorer is provided with an web
interface that offers different ways of making a di-
achronic search. Here, we describe just two types
of search:
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Figure 2: Similar words to cáncer (cancer) using a simple search in 1900 (a) and 2009 (b)

Simple: The user enters a target word and selects
for a specific period of time (e.g. from 1920
to 1939), and the system returns the 20 most
similar terms (in average) within the selected
period of type. The user can select a word
cloud image to visualize the output. Figure 2
shows the similar words to cáncer (‘cancer’)
returned with a simple search in two differ-
ent periods: 1900 (a) and 2009 (b). Notice
that this word is similar to peste and tuber-
culosis at the begining of the 20th century,
while nowadays it is more similar to techni-
cal words, such as tumor or carcinoma.

Track record: As in the simple search, the user
inserts a word and a time period. However,
this new type of search returns the specific
similarity scores for each year of the period,
instead of the similarity average. In addition,
the system allows the user to select any word
from the set of all words (and not just the top
20) semantically related to the target one in
the searched time period.

3 Conclusions

In this abstract we described a system, Diachronic
Explorer, that allows linguists to analize meaning
change of Spanish words in the written language
across time. The system is based on distributional
models obtained from a chronologically structured
language resource, namely Google Books Syn-
tactic Ngrams. The models were created using

dependency-based contexts and a strategy for re-
ducing the vector space, which consists in select-
ing the more informative and relevant word con-
texts.

As far as we know, our system is the first at-
tempt to build diachronic distributional models for
Spanish language. Besides, it uses NoSQL stor-
age technology to scale easily as new data is pro-
cessed, and provides an interface enabling useful
types of word searching across time. Other simi-
lar works for English are reported in different pa-
pers (Wijaya and Yeniterzi, 2011; Gulordava and
Baroni, 2011; Jatowt and Duh, 2014; Kim et al.,
2014; Kulkarni et al., 2015).

An interesting direction of research could in-
volve the use of the system infrastructure for hold-
ing other types of language variety, namely di-
atopic variation. Distributional models can be
built from text corpora organized, not only with
diachronic information, but also with dialectal fea-
tures. For instance, we could adapt the system to
search meaning changes across different diatopic
varieties: Spanish from Argentina, Mexico, Spain,
Bolivia, and so on. The structure of our system
is generic enough to deal with any type of variety,
not only that derived from the historical axis.
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