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Abstract

A series of different automatic query expansion techniques has been suggested in Information Retrieval. To estimate how suitable a
document term is as an expansion term, the most popular of them use a measure of the frequency of the co-occurrence of this term with
one or several query terms. The benefit of the use of the linguistic relations that hold between query terms is often questioned. If a
linguistic phenomenon is taken into account, it is the phrase structure or lexical compound. We propose a technique that is based on
the restricted lexical cooccurrence (collocation) of query terms. We use the knowledge on collocations formed by query terms for two
tasks: (i) document relevance clustering done in the first stage of local query expansion and (ii) choice of suitable expansion terms from
the relevant document cluster. In this paper, we describe the first task, providing evidence from first preliminary experiments on Spanish
material that local relevance clustering benefits largely from knowledge on collocations.

1. Introduction

The performance of an Information Retrieval engine signif-
icantly depends on the quality of its query expansion tech-
nique. The most popular expansion techniques are based
on term co-occurrence: document terms that are found to
co-occur significantly often with query terms are consid-
ered suitable expansion terms.! Depending on the strat-
egy adopted, the query terms are processed in isolation
(Sparck Jones, 1971; Schiitze and Pedersen, 1994), as a set
of terms (Qiu and Frei, 1993; Jing and Croft, 1994; Xu and
Croft, 2000), as elements of a phrase (Mitra et al., 1997,
De Lima and Pedersen, 1999), or as elements of a com-
pound (Jacquemin and Tzoukermann, 1999; Pefias et al.,
2002). Linguistically oriented strategies are largely out-
numbered by statistical co-occurrence strategies. However,
while the usefulness of linguistic information in IR is still
questioned by some scholars, evidence is available that the
performance of (especially web-based) IR can be improved
by using NLP. As suggested above, so far, mainly two types
of linguistic information have been used: phrase structures
and lexical compounds. The goal of our work is to explore
the use of lexically restricted co-occurrence, i.e., colloca-
tion, information for /ocal query expansion. Local query
expansion techniques search for suitable expansion terms
the first n top-ranked documents retrieved as response to
the original user query.

'Some other techniques involve, e.g., the exploitation of terms
in the syntactic context of the query terms found in the document
collection (Grefenstette, 1992; Ruge, 1992), or the use of most
common terms in the n-top ranked documents obtained for the
original query. The use of thesauri and lexica as source of ex-
pansion terms (e.g., hyperonyms and synonyms of query terms in
the case of a thesaurus, and morphological derivates in the case of
lexica) has also been suggested; cf. among others, (Hersh et al.,
2000; Woods et al., 2001).
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Following (Xu and Croft, 2000), we hypothesize that top-
ranked documents tend to form two clusters—a cluster of
documents that are relevant to the query of the user and a
cluster of documents that are irrelevant to this query. Our
work is thus divided into two stages: (i) relevance cluster-
ing of the top-ranked document set; (ii) query expansion
using suitable expansion terms from the relevant document
cluster. In this paper, we focus on the first stage. We inves-
tigate to what extent collocations that occur in the original
user query can be used for the relevance clustering task.
The use of collocation information for query expansion is
described elsewhere.

Our working document collection is the Spanish part of the
document collection of the CLEF 2002 competition (Pe-
ters, 2002). For our experiments, we use top-ranked docu-
ment sets retrieved within the CLEF 2002 competition by
the COLE IR-system (Vilares et al., 2002).

The remainder of the paper is organized as follows. In Sec-
tion 2., we introduce the phenomenon of collocation un-
derlying our work. Section 3. provides some evidence for
the significant co-occurrence of collocations in both queries
as used within the CLEF competition and the document
collection. Section 4. describes the preliminary experi-
ments we carried out so far and their evaluation. Section 3.
presents the conclusions.

2. The Phenomenon of Collocation

A collocation is a term combination t; + t5 that expresses
a concept configuration ¢1 @cy such that ¢; (the base of the
collocation) is a standard ‘“‘context free” option for the ex-
pression of ¢1, while the choice of t4 (the collocate of the
collocation) for the expression of ¢, depends on the avail-
ability of t;. Cf. the concept combinations ‘sanctions’ & ‘in-
stallation’, ‘state of emergency’ & ‘installation’, and ‘cus-
toms duty’@‘installation’. In all three of them, ¢ is ‘in-
stallation’. However, in connection with sanctions, it is
expressed by the term imposition, in the case of state of



Nco being the number of different LFs in @, N¢op, the
number of different LFs from @ that occur D, f(co) the
frequency of the collocation co or a similar instance of the
same LF in the document D, f(B) the frequency of the
base B of co in D, and Ng,- the total number of the LF-
instances with B in D that are opposed to the LF of which
co is an instance.

The advantage of an LF-metric over a term co-occurrence
metric is its generalization potential: it covers all seman-
tically similar term sequencies rather than only one single
term sequence.

In a series of preliminary experiments, we clustered a num-
ber of 100 top-ranked documents sets returned by the IR-
system of the COLE-group of the University of La Corufia.
Table 3 shows the fallout f, precision p and recall r of five
clustering runs on five different 100 top-ranked sets.

f(allout) %  p(recision) % r(ecall) %
97.77 50.00 28.57
61.40 56.86 67.44
51.35 67.92 65.45
80.64 10.00 50.00
97.80 66.67 50.00

f= 1}\\/]_1;2{%, with N Rg as the number of non-relevant doc-
uments recognized by the metric, N R4 as the number of
non-relevant documents in the corresponding top-100 set;
p = %‘l, with Rg as the number of relevant documents
recogniged by the metric and R, as the number of docu-
ments classified by the metric as relevant; r = %%, with Rg
as the number of relevant documents in the corresponding

top-100 set.

Table 3: Quality figures of five clustering runs.

The table reveals that f is consistently high, which means
that the metric functions well for filtering out irrelevant
documents from the top-ranked sets. p and r may vary
significantly-~—depending on the LFs involved in the query:
instances of certain LFs are better discriminators than in-
stances of other LFs.

5. Conclusions

We argued that collocation information is an important type
of linguistic information that must be taken into account
for local document relevance clustering and for query ex-
pansion. We presented some initial evidence for the im-
portance of collocations for local document relevance clus-
tering. More work is needed to obtain reliable figures that
reveal to what extent query expansion improves when col-
locations in queries are being taken into account. A topic
we still did not explore so far at all is the role of collocations
in indexing.
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